
1 

MCBDU 
Review 

September 1976 Volume 37 No. 3 
RCARCI 37(3) 277-434 (1976) 



 

RCA Review, published quarterly in March, 
June, September and December by RCA 
Research and Engineering RCA Corporation, 
Princeton, New Jersey 08540. Entered as 
second class matter July 3, 1950 under the 
Act of March 3, 1879. Second-class postage 
paid at Princeton, New Jersey, and at 
additional mailing offices. Effective Jan. 1, 
1971, subscription rates as follows: 
United States and Canada: one year $6.00, 
two years $10,50, three years $13.50. In 
other countries, one year $6.40, two years 
511.30, three years $14.70. Single copies 
(except for special Issues) up to five 
years old $3.00. 



MiCEDT1 
Review 

Contents 

A technical journal published quarterly by RCA 
Research and Engineering in cooperation with 
the subsidiaries and divisions of RCA. 

279 Performance Characteristics of Antennas for Direct Broadcasting Satellite 
Systems Including Effects of Rain Depolarization 
I. P. Shkarofsky and H. J. Moody 

320 Subjective Effects of Bit Errors in a PCM Color Television System 
Richard A. Ulene 

358 A1203 as a Radiation -Tolerant CMOS Dielectric 
K. M. Schlesier, J. M. Shaw, and C. W. Benyon, Jr. 

389 Microsonlc Pulse Filters-Replacements for Traditional Butterworth De- 
signs 
J. H. McCusker, S. S. Perlman, and H. S. Veloric 

404 A New Generation of MOS/Bipolar Operational Amplifiers 
Otto H. Schade, Jr. 

425 Technical Papers Published 

428 Patents 

431 Authors 

September 1976 Volume 37 Number 3 



RCA Corporation 
E. H. Griffiths President and Chief Executive Officer 

Editorial Advisory Board 

Chairman, J. A. Rajchman RCA Laboratories 

D. M. Cottler Government and Commercial Systems 
N. L. Gordon RCA Laboratories 
G. C. Hennessy RCA Laboratories 
G. B. Herzog RCA Laboratories 
J. Hillier RCA Research and Engineering 
E. 0. Johnson RCA Research Laboratories, Inc., Tokyo 

C. H. Lane Picture Tube Division 
D. S. McCoy Consumer Electronics 
K. H. Powers RCA Laboratories 
P. Rappaport RCA Laboratories 
J. H. Scott, Jr. RCA Laboratories 
L. A. Shotliff International Licensing 
T. 0. Stanley, RCA Laboratories 
F. Sterzer RCA Laboratories 
J. J. Tiet(en RCA Laboratories 
W. M. Webster RCA Laboratories 

Secretary, Charles C. Foster RCA Laboratories 

Editor Ralph F. Ciafone 

Associate Editors 
W. A. Chisholm RCA Limited (Canada) 

D. R. Higgs Missile and Surface Radar Division 
W. A. Howard National Broadcasting Company 
C. Hoyt Consumer Electronics 
E. McElwee Solid -State Division 

J. C. Phillips RCA Research and Engineering 
M. G. Pietz Government and Commercial Systems 
C. W. Sall RCA Laboratories 
I. M. Seideman Astro -Electronics Division 
W. S. Seplch Commercial Communicatons Systems Division 
J. E. Steoger RCA Service Company 

© RCA Corporation 1976 All Rights Reserved Printed in USA 

278 RCA Review Vol. 37 September 1976 



Performance Characteristics of Antennas for Direct 
Broadcasting Satellite Systems Including Effects of 
Rain Depolarization 

I. P. Shkarofsky and H. J. Mood) 

RCA Ltd., Ste. Anne de Bellevue, Canada 

Abstract-Phenomena affecting the design and operation of a broadcast satellite at 12 GHz 
are analyzed. We provide relations on attenuation and rain depolarization effects 
for incident linear and circular polarizations, allowing for imperfect antennas with 
finite isolation in clear weather and allowing for misalignment between transmitter 
and receiver polarizations. We then investigate interference due to an adjacent 
transmitter beam, including the relevant antenna patterns, and we deduce the 
net isolation. The relative advantages of linear and circular polarizations are 
outlined. The use of linear polarization at 12 GHz is recommended. We then 
comment on reference co -polarization and cross -polarization antenna pasterns. 
Finally, systems aspects of a broadcast satellite system are discussed. Included 
in the discussion are limitations to antenna reflector size, the apparent change 
in shape of a ground area when the satellite is moved to different locations in the 
orbit, problems associated with channel assignment in a multibeam envircnment, 
and the geometrical aspects of using linear polarization in communication satellite 
systems. 

1. Introduction 

The European Broadcasting Union (EBU) is proposing to launch a 
broadcast satellite, having a high -power transmitter, beaming to indi- 
vidual home -type receivers at a frequency about 12 GHz. Various 
problem areas arise associated with interference problems caused by the 
satellite high power and by the relatively inexpensive receivers. 

Neighboring satellite transmitters must be designed so that their 
transmitted beams provide minimum interference at a receiver on earth. 
Possibilities are spot beams directed to specific areas, frequency dif- 
ferences, and differing polarizations between beams. Since rain depo- 
larization effects are minimized for incident horizontal polarization and 
especially for polarization in the vertical plane, it is desirable to construct 
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beams having one of these polarizations at the local spot on -earth to 
which the beam is directed. The advantages of circular versus linear 
polarization must be considered before circular polarization is ruled out. 
To double the number of channels, each beam may be designed with two 
orthogonally polarized channels. Another problem is side lobes, which 
can provide interfering signals at large off -axis angles unless their power 
envelope is minimized. Finally, satellite antennas having very small beam 
widths require large apertures. 

The earth receivers will probably be inexpensive, fixed, and small as 
compared to presently used earth stations. Their relative smallness 
means that the central beam width will be of the order of 1°-2°, which 
is sufficiently broad that adjacent satellite beams, even through received 
off -axis, may interfere with the signal from the desired satellite. The fact 
that the receivers are unadjustable means that it will be difficult to 
correct for misalignment between the polarization direction of the 
transmitted signal and that of the receiver. Misalignment can be caused 
by the wind, other weather conditions, mishandling, and by Faraday 
rotation in the ionosphere. (The last is negligible for frequencies above 
8 GHz.) Misalignment introduces cross -polarization. Also the attempt 
to construct inexpensive receivers may run counter to means for bet- 
tering their inherent cross -polarization isolatior. in clear weather. One 
can expect the receiver antenna isolation to be worse than that of the 
satellite antenna. Another important factor is protection against rain 
dripping over the feed of the earth receiver. Rain dripping over the feed 
is known to greatly worsen the antenna isolation. 

Section 2 discusses the theory of rain depolarization phenomena and 
gives the results of measurements that have been reported in the liter- 
ature. The contribution of imperfections in the transmit and receive 
antennas to the coupling between the cross -polarized channels is in- 

cluded. The decrease in antenna response away from the antenna axis 
is also included, and standardized formulas for calculating this response 
are discussed. 

Section 3 discusses system aspects of a broadcast satellite system. 
Included in the discussion are limitations to antenna reflector size, the 
apparent change in shape of a ground area when the satellite is moved 
to different locations in the orbit, problems associated with channel 
assignment in a multibeam environment, and the geometrical aspects 
of using linear polarization in communication satellite systems. 

2. Cross -Polarization Effects 

In this section we consider the effects of rain on attenuation, cross-po- 
larizat ion discrimination, and isolation. In Sec. 2.1, we provide relations 
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for calculating attenuation and rain depolarization effects for incident 
linear and circular polarizations, for the case of perfect antennas, and 
for exact alignment. In Sec. 2.2, we extend these results to allow for im- 
perfect antennas with finite isolation in clear weather and for mis- 
alignment of the polarizations of the transmitter and receiver antennas. 
In Sec. 2.3, we investigate interference from neighboring satellites or 
between adjacent beams. The antenna patterns are included, and rela- 
tions are given for the net isolation. Previous documents have either not 
analyzed the effect of rain properly or have omitted it altogether. 

In Sec. 2.4, we consider the relative advantages and disadvantages of 
linear versus circular polarization and recommend the use of linear po- 
larization at 12 GHz and higher frequencies. In Sec. 2.5, we comment on 
reference antenna patterns. Considerations related to antenna design 
problems are given in Sec. 3. 

2.1 "Classical" Theory on Rain Depolarization 

A crude estimate' has been proposed, for circular polarization, to specify 
rainfall depolarization values to be adopted for system planning. It does 
not however, allow for linear polarizations. Also it does not include the 
important effect of the elevation angle or the equivalent path length 
through the rainfall. Calculated results are available from Oguchi and 
Hosoya2 and Chu3, and these better tabulated results should be used. 

The "classical" formulation, which we propose to follow, assumes that 
the following quantities are known. 

(a) The slant path length distance through the rainfall, r' in km, between 
the satellite and earth receiver. This is usually deduced experi- 
mentally. Theoretical formulas4 that give a good estimate for the 
vertical (V) and horizontal (H) extents of the rainfall are 

H(km) = 5.34 - 1.67 log,oR and V(km) 

= 17.18 - 5.13 IogioR, 
11] 

where R is rainfall in mm/hr, assuming R > 1 and assuming that the 
values of R are available experimentally. Then the value of r' is given 
by whichever one of the following two expressions is less than (H2 
+ V2)'12. 

r' = H/sina or r' = V/cosa. 121 

Here 90° - a' is the elevation angle in degrees and cr = rd/180 in 
radians is the angle of incidence with respect to the vertical. 

(h) The differential attenuation values per unit length ..SA' =- 
A in dB/km. 
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DIRECT BROADCAST SATELLITE 

(c) The differential phase shift values per unit length M' in degrees/km. 
Both JA' and ..544' are already averaged over the drop size distribu- 
tion in space. Calculated values for them are available from Chu3 
for a' = 90° (see Table 1) and from Oguchi and Hosoya2 for a' = 90°, 
70°, 50°, and 30° (see Table 2). Tabulated values are given for rain 
rates R ranging from 0.25 to 150 mm/hr. 

(d) The canting angle r' in degrees. Consider the plane perpendicular 
to the propagation direction and project onto this plane the average 
image ellipse of the raindrop spheroids. The angle T' is defined to 
be the angle between the electric field and the nearby axis of this 
ellipse. For an incident wave with horizontal or vertical polarization, 
the effective r' can be taken5 to be between 2° to 4`. This approach 
is simpler than that of Chu,3 who uses the averages (I r'j) 25° and 
(sin22r) (0.14)2 sin2(2(rJ )) in the equations. If the polarization 
angle (see Eq. 1381) is non -zero, then r' has to be equated to the sum 
of the canting and polarization angles. 

Before we use the suggested formulas, we require the following changes 
in units: 

T 

180 
i, a= 180 

r 103r' 

_SA = _SA' X 10-3/8.686 and ,45 = .cl' X 10'37r/180 

Define the following quantities used by McCormick and Hendry.' 

2 
cosh(rA) - cos 

p cosh(r,A) + cos(r,« 
sinh(r_SA) p COS - 

cosh(r.SA) + cos(r_S(1)) 

13] 

[41 

Then the cross -polarization discrimination values (XPDE1,v) due to rain 
alone for linear polarizations in two orthogonal directions are given 
by 

r 1 2p cosx cos2r + p2 cos22r XPDH, = 10 logio I . 151 
L p2 sin'-' 2r 

The upper sign applies to H and the lower sign to V polarization. For 
circular polarization, either right-hand or left-hand, the result is the same 
as letting r = 7r/4 in the above relation, yielding 

XPDc = -10 log10 p2. [6] 
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The attenuation in dB of the signals with respect to their clear weather 
values are given by 

r' 

ATTHV = (A', + A',) 2 + 5 login 1(1 + p2)2 - 4p2 cos2X] 

- 10 login 11 2p cosx cos2r + p2 cos22rl 171 

for linear polarization where A;1,v are the attenuation values in dB/km 
given in Tables 1 and 2 for the respective two linear polarizations. For 
circular polarization 

ATTc = (A¡1 + A'v) + 5 log10 1(1 + p2)2 - 4p2 cos2X1 181 

Obviously, even XPDc is not simply related to ATTc, so that the 
equation suggested' at 12 GHz, namely XPDc = 31 - 2(ATTc) can at 
best be only approximate. The suggestion is that it be used for ATTc 
6.1 dB, valid for 99% of the worst month. However, attenuations greater 
than 6 dB and in fact up to 20 dB do occurs at 11 GHz for the remaining 
1% of the worst month. Consequently, for a more reliable system, better 
theoretical predictions should be applied. The relations given here can 
he applied to satisfy this requirement. 

2.2 Combined Effect of Clear -Weather Antenna Isolation and Rain 
Depolarization (Worst -Case Limit) 

Antennas in clear weather have finite isolation determined by the dif- 
ference in dB between the co -polarization and cross -polarization pat- 
terns. On -axis and off -axis cross -polarization discrimination values have 
been plotted both for linear and circular polarizations.) The patterns 
also show that in many cases there is no minimum on -axis for the 
cross -polarization pattern. 

Polarizers in the feed, which are required to generate circular polar- 
ization, are available with an ellipticity ratio of 0.2 dB, giving 39 dB 
isolation at 4-6 GHz. Low ellipticity ratios (<0.5 dB) can probably be 
obtained at 12 GHz. 

Of the various antennas for satellite use, the offset -fed paraboloid is 

advantageous, especially if multiple beams are to be used. An offset feed 
provides (1) less return into the horn, (2) less blockage loss associated 
with the feed and support structures, (3) generally lighter weight, and 
(4) higher cross -polarization discrimination, since a major degrader is 
the supporting structure of the feed which causes polarization change- 
over. 

The state of the art on cross -polarization discrimination is about 33 
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dB for linear and 30 dB for circular polarization up to the 3 -dB contour 
coverage area. Two possible methods for improvement are (1) to use a 
circular waveguide feeding the horn with the TE11 mode, which after 
reflection from the paraboloid gives a purer linear wave or (2) use a longer 
focal length to diameter ratio, of the order of 0.7 or larger. Extensions 
of method (1) are discussed by Tseng.8 

The clear -weather isolation of a link is determined by the effects of 
misalignment of polarization, finite antenna ellipticity ratios for circular 
polarization, finite antenna isolations for linear polarization, and the 
effect of rain. 

In the following, we generalize previous work7 in order to include the 
effect of rain along the propagation path. The works of Oguchi, Chu, 
McCormick, and others are used. We consider first linear polarization 
and then circular polarization. 

Linear Polarization 

We develop here theoretical equations to calculate the cross -polarization 
discrimination (XPDFI,\.) between two receiver channels for a single 
transmitted linearly polarized wave, either horizontal or vertical, along 
a one-way path. These equations provide results for the worst case, where 
the clear weather phases of ellipticity of the transmitter and receiver 
antennas are of opposite sign. The following effects are included: 

(a) Off beam -axis transmission and reception, where OT and OR are the 
angles that the line -of -sight propagation path makes with the re- 
spective normals to the antenna apertures. 

(b) The clear -weather finite polarization discrimination, DT(OT) in dB, 
of the satellite transmitter antenna between the co -polarization 
antenna radiation pattern, FT(4T) in dB (negative quantity), and 
the cross -polarization radiation pattern, /T(0T) in dB (negative 
quantity), with DT(4:T) = FT(0T) - fT(I'T) 

(c) The clear -weather finite polarization discriminations, DR(OR) and 
DR(OR) in dB, of the ground antenna. DR refers to discrimination 
in the co -polarization receiver channel between reception of a co - 
polarization radiation pattern, FR( OR) in dB, and a cross -polariza- 
tion pattern, fR(OR) in dB, with DR(OR) = F.;(OR) - fR(oR) DR re- 
fers to discrimination in the cross -polarization receiver channel 
between reception of the direct radiation pattern, FR(OR) in dB in 
the cross -polarization direction, and the pattern fR(OR) in dB in the 
co -polarization orthogonal direction, with DR(OR) = FR(OR) - 
jR(OR ). Also let the respective on -axis antenna gains of the two re- 
ceiver channels be GR in dB and GR in dB. 

(d) Angular difference of the polarization direction between the satellite 
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and the earth antenna, N' in degrees, and/or the Faraday rotation 
angle. 

(e) Depolarization due to rain, assuming a constant or effective rainfall 
rate along the path. We use 
(1) the slant path length distance through the rainfall, r' in km, from 

the satellite to earth receiver, 
(2) the differential attenuation values per unit length, ,A' in 

dB/km, 
(3) the differential phase shift values per unit length, Q4)' in deg/ 

km, 
(4) the effective canting angle of the raindrops, r' in degrees. 
Note that (1), (2) and (3) depend on elevation angle (90° - a') in 
degrees, where a' is the angle of incidence with respect to the vertical, 
and on the rain rate R in mm/hr. Also (2) and (3) depend on fre- 
quency fin GHz. For a transmitter using horizontal or vertical po- 
larization, r can be taken as a few degrees, say 4° as an example of 
a had case.5 Values of (2) and (3) versus R, a', and f are obtainable 
from Chu3 and from Oguchi and Hosoya.2 At 11 GHz, close to the 
frequencies of interest here, Oguchi and Hosoya give _SA' and .54)' 
values for a' = 90°, 70°, 50°, 30°, (elevation angles = 0°, 20°, 40°, 
and 60°, respectively) and for eight R values from 0.25 to 150mm/ 
hr. 

Before we use the formulas, we require the following changes in units: 

Dr = 1097.'120, DR] = 101M720, DH2 = IO1 F 20 

I) = 
180 

O' r- 180 
r', a = 

180 
a', r= 103r' 

.SA = _SA' x 10-3/8.686, _VD = ..SV X 10-3a/180 191 

We also define the following quantities used by McCormick and Hen- 
dry.6 

2 
cosh(rA) - cos(r.) 

p cosh(rA) + cos(r.,l))' 
sinh(r.SA) 

sin(r..A) 
tanx = 

sinh(r_SA ) 

p cosX - cosh(r_SA) + cos(r-S4) ' 

sin(r2) 
p sinx = 

cosh(r..SA) + cos(rJ4g 

Then the values of XPD for a one-way path are given by 

XPDH,V = 10 loglo 
D, 

+ [fR(OR) - fit(OR)111,v + (GR - GR)!!,V 

1101 
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where 

N$ = [(DR i - DT') cos() (DR! + DT')p cosx cos(2r + 0) 

- (1 + DRIDT')p sinx sin(2r + 0)]2 + [(1 - DR sin0 

+ (Dui + [)T')p sinx cos(2r + 0) 

(1 + DRiDT')p cosX sin(2r + 0)]2 

and 

[12] 

D$ = [(1 + DR2D7') cos() (1 - DR2DT')p cosX cos(2r + 0) 

+ (DR2 - DTl )p sinx sin(27- + 0)]2 + [(DK2 + DT') sing 

- (1 - DR2Dn1)p sinx cos(2r + 0) 

(DR2 - D7 -')p cosx sin(2r + 0)]2 [13] 

The upper signs refer to XPDH, where the horizontal is the co -polar- 
ization channel, and the lower signs refer to XPDv, where the vertical 
is the co -polarization channel. 

Examples are now given. In the absence of rain, p = x = 0, and for FR 

= FR, ft/ = ft/, and G'R = GR", Eq. [11] reduces to7 

XPD = 10 logio I (DR - DT')2 
- (D 2 =1)(1 - DTz sin20 1. 

(1 + DRDT )2 + (DR 1)(1 -DT) sin20 J 

[14] 

Eq. [ 14] gives the reduction in XPD due to causes (a) to (d) above. Ob- 
viously, as DR and DT go to infinity, we obtain? 

XPD = 10 logio cot20 [15] 

For the situation of perfect antennas, DR and DT infinite, and for exact 
alignment 0 = 0, we obtain Eq. [5]: 

r 1 2p cosx cos2r + p2 cos22rl 
XPDii,v = 10logto IL , [16] 

p2 sin22r 

which is the relation given by McCormick and Hendry6 for linear po- 
larization. This gives the reduction in XPD due to rain alone (cause (e) 

above). If we include effects (d) and (e), again for DR and DT infinite but 
0 finite, we obtain 

XPDH.V = 10 logio 

[cos2cos20 2p cosx cost/ cos(2r + 0) + p2 cos2(2r + 0) 0 

2p cosx sin() sin(2r + 0) + p2 sin2(2r + 0) J 
[17] 

The more general Eq. [111 includes all causes (a) to (e). 
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Circular Polarization 

We propose the following equations to calculate the cross -polarization 
discrimination (XYDR,t,) for circular polarized waves, either right or left 
hand, along a one-way path. We consider the worst case, where the 
clear -weather ellipticity axes of the transmitter and receiver antennas 
are at right angles to each other. The following effects are included: 

(a) Off beam -axis transmission and reception, where OT and OR are the 
angles the line -of -sight propagation path makes with the respective 
normals to the antenna apertures. 

(b) The clear -weather finite ellipticity, ET(07) in dB, of the satellite 
transmitter antenna. This is related to the difference between the 
co -polarization antenna radiation pattern, FT(07.) in dB, and the 
cross -polarization radiation pattern, ¡T(d)T) in dB, by 

FT(41T) - %T(OT) = 20 logjo [(lOET/20.} 1)/(10ET/20 - 1)] 

24.797 - 20 login (ET) + 0.009594 (ET)2, [18] 

where the approximation holds for ET/20 « 1. 

(c) The clear -weather finite ellipticities, E'R(dR) and ER(OR) in dB, of 
the ground antenna. Err(OR) refers to the co -polarization receiver 
channel and is related (similar to the above formula) to the difference 
between the co -polarization radiation pattern, FR(OR) in dB, and 
the cross -polarization pattern, f'r(OR) in dB. Similarly E¡r((kR) refers 
to the cross -polarization receiver channel and is related to the dif- 
ference between the direct radiation pattern, FR(OR) in dB in the 
cross -polarization direction, and the pattern fir(OR) in dB in the 
co -polarization orthogonal direction. Because the axes of the receiver 
ellipticity are orthogonal to E'T, the ER's are negative if ET is taken 
as positive. Let the respective on -axis antenna gains of the two re- 
ceiver channels be G'R in dB and G in dB. 

(d) Depolarization due to rain, similar to (e) above for linear polariza- 
tion. Before we use the equations, we require the following changes 
in units: 

ET = 10E'j'/20, Ene = 101F'írl/20, EX2 = 101Firl/20 

r=180r', a = 180a', 
r= 103r' 

= ..IA' x 10-3/8.686, ,(1) = .(Ia' X 10-3a/180 [ 19] 
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cosh (rA) - cos (r24) 
COSh(r_SA) + cos(r.4,)' 

sin h(rJA) 
p cosX = 

cosh(r_SA) + cos(r_5(1)) 

sin(rM') p sinX = 
cosh(rA) + cos(r1) 

Then the values of XPDR,1, for a one-way path are given by 

AP; 
XPD1z,L = 10 loglo 

U= 
+ (Wu - Gir)R.L 

+ 10111/101 + 10 loglo 
10F 11/1° + 10/Rim 

where 

and 

N = [(ET + ER1)2 2p cosX cos2r(E1 - E11) 
- 2p sing sin2r(ET + ERI)(1 - F.TER1) 
+ p2 cos22r(ET - ER1)2 + p2 sin22r(1 - ETER1)21 / 
[(1 + ET)(1 + E r1)1 

= 1(1 - ETEk2)2 ± 2p cosX cos2r(1 - ETE12) 
+ 2p sing sin2r(ET + En2)(1 - ETE!{21 
+ p2 cos22r(1 + ETER2)2 + p2 sin22r(ET + EH2)21/ 

1(1 + ET)(1 + E2)1 

[201 

1211 

[221 

1231 

The upper signs refers to XPD1{, where right-hand circular is the co - 
polarization channel, and the lower signs refer to XPD1,, where left-hand 
circular is the co -polarization channel. 

Examples are now given. In the absence of rain, p = x = 0, and for ER 1 

= E112 and G11 = Gk, Eq. 1211 reduces to7 

[Ei+ERl XPD = 10 loglo 
1 - ETER 

24.797 - 20 log10 (ET + 141) 
+ 0.009594 [(ET)2 +(EK)2 - 4ETIEk 1 1 1241 

where the approximation holds for ET/20 « 1 and 1 ER 1 /20 « 1. For the 
situation of perfect antennas, E.7., gib and EH are zero, ET, E111, and ER2 
are one, so that XPD = 10 log10 p-2 = -20 log10 p, as in Eq. 161, which 
is the relation given by McCormick and Hendrys for circular polarization. 
This relation is independent of r and is the same for right- and left-hand 
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circular polarizations. The more general Eq. 1211 includes all causes (a) 
to (d) and, as can he seen, depends on r. 

2.3 Combined Effect Based on Random Phase Limit with Application to 
Interference 

Interference arises from signals from an unwanted satellite arriving at 
an earth station, ordinarily receiving signals from a wanted closer sat- 
ellite. The effect of depolarization induced by rain is to change the po- 
larization of the interfering radiation to the polarization of the receiver. 
The basic assumption, which is reasonable, is that the powers of the 
contributions to the interfering signal can be added, since the relative 
phases are random with respect to each other. Simple formulas that have 
been suggested omit (a) the dependence of the cross -polarization on 
the type of incident polarization (linear horizontal, linear vertical or 
circular), and (b) attenuation due to rain, which as we see below alters 
the relations appreciably. 

The notation below follows that used in the previous two sections. The 
off -axis angle CPT allows the radiation from the interfering satellite to 
reach the receiver, which detects it at its off -axis angle 41?. We again 
include all the effects given in Sec. 2.2 for generality. In contrast to Sec. 
2.2, where we aligned the phases of transmitter and receiver for the worst 
result, we now consider the phases to be random. We consider several 
situations below. 

Case (la)-Receiving Antenna with Nearly the Same Linear 
Polarization as that of the Interfering Satellite 

Define 

Pf = cos20 + p2 cos2(2r + 0) f 2p costa cosx cos(2r + 0), 

Ps f = sin20 + p2 sin2(2r + 0) f 2p sin0 cosX sin(2r + 0). 1251 

Here 0 is the misalignment angle between the transmitter and receiver 
polarization directions, r is the canting angle, and the rain parameters 
p and x are defined in Sec. 2.1 and 2.2. These PP and P, factors allow for 
attenuation and cross -polarization due to rain. 

The transmitter co -polarization radiation pattern is denoted by 
FT(0T) in dB and its cross -polarization radiation pattern is denoted by 
f r(q,r) in dB. Later we also consider the transmitter radiating with or- 
thogonal polarizations and then let FT(07) in dB be the direct radiation 
pattern in the cross -polarization direction and let /740T) T) in dB be the 
cross -polarization pattern in the co -polarization orthogonal direction. 
For the receiver, we only use the co -polarization radiation patterr. FR(q,R) 
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in dB and its cross -polarization pattern f "1(4)1?) in dB, both for reception 
in the co -polarization receiver channel. We also define 

F7,1= 10FT'/20 . 

fT2 = 10/7''/20 

F72 = 1OFT /20, fT1 = 10/7'720, 

F1{ = 10 R"/2o and fR = 10/R"/2o. 1261 

Here F' and are normalized to FT(0) = 0. Similarly, FT and (T are 
normalized to FT" (0) = 0 and F'R and in are normalized to FK(0) = 0. For 
other off -axis angles, these quantities in dB are negative. The on -axis 
gains in dB are denoted respectively by (-IT, GT, and Gk. 

Let P,, be the received power, P7 the transmitted power, A the 
wavelength, and d the satellite to earth distance. As before, r' in km is 
the propagation path through the rain. The other symbols used below 
are defined in Sec. 2.1 and 2.2. 

For the case considered, the corrected result that we propose is given 
by 

(PR - P7' - G7' - G',),,,v + 20 logro (47rd/A) 

+ + A'v)r'/2 + 5 logro [(1 + p2)2 - 4p2 cos2x1 

= 10 logic) (F '1F1rPc ' + fT if IPc± + fT I FI Ps±) 
= 10 log10 110-(FT+F'/t)/IOpc + 10-(iT+(/r)/rope± 
+ 10-(FT+(n)/1ops* + 10-(%T+F"ir)/10p,±] 127] 

The upper sign refers to H and the lower sign to V polarization. We now 
let II = 0 so that Ps = Ps± = p2 sin22r and we define the cross -polarization 
discrimination ratio as in Eq. 15]: 

XPDH.v = 10 log10 "); 
s 

= 10 logic) 
1 + p2 cos22r 2p cosx cos2r 

p2sin22r 

Then the right hand side of Eq. 127] for the received power becomes 

(RHS)11,v = 10 logro P 
+ 10 log10 110-(FT'+F0/10 + 10-(/T-+/0/10pe±/Pc 
+ 10-(1,r+/,r"+XP0n.v)/10 + 10-(/'e"+/r"+XPuu,)/lo] 128] 

A simplified relation that has been suggested9 omits attenuation (so that 
= A v = 0, Pc± = 1, and p = 0 except in /'s) and does not distinguish 

between incident polarizations. The results obtained with these sim- 
plifications are obviously incorrect. The Pc factors introduce important 
corrections. Also XPDH,y and the double signs distinguish between linear 
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H and linear V incident polarization. 

Case (1b)-Same as Case (la) but with Circular Polarization 

The result follows directly from Eqs. [25] and [27] upon setting B = 0 and 
r = it/4. We obtain the same expression for right- and left-hand circular 
polarization upon using the assumption of random phases. The formula 
is 

(P1, - PT - GT - G/,)c + 20 logro (47rd/,y) 

+ (A'n + Av)r'/2 + 5 logro [(1 + p2)2 - 4p2 cos2X] 

= 10 logro [10-(FT+FH)/I0 + 10-(fr-+(0110 
+ 10-(F,'+fk'+XPD,)/I0 + 10-(Fk'+fT-+XPI)e)/10] [ 29] 

where XPDc = -10 loglop2. The right-hand side of this relation agrees 
with the form suggested in Ref. [9]. The left-hand side of Eq. [291, 
however, retains the attenuation factors, A'1,, A v, aria the log argument 
involving p, which are omitted incorrectly in Ref. [9]. 

Case (2a)-Interfering Satellite with Polarization Nearly 
Orthogonal to that of the Receiving Earth Antenna 

The result for this case is as follows: 

(PR - G;?)//,v - (PT + GT)v.tr + 20 logro (47rd/a) 
+ (A'n + A 'Or'/2 + 5 log [(1 + p2)2 - 4p2 cos2X] 

= 10logl0(f7.2' R',+FT 2i1c±+í1.1.11s,+Fr2' I13.,±) 
= 10 log10 [l0-(6+4R)/lope$ + 1O-(FT+fR)/lope± 
+ 10-0+f')/lops, + 10-(FT+F,?)/10Ps±]. [30] 

When t) = 0, we obtain for the right hand side 

(RHS)Hs = 10 log11I Pc+ 

+ 10 login [10-(fr'+F'g')/10 + 10-(Fr"finWiopc±/P 
+ l0-(fT'+fa+XPDII.v/10 + 1O-(FT +FR'+SP1)11 c)/IO] [31] 

In the relation suggested in Ref. [9], the authors set AH = A = 0, Pc± 
= 1, and p = 0 except in Ps. They also do not distinguish between FT and 
F'T and between fT and /T. Their results obtained with these simplifi- 
cations are incorrect. 

Case (2b)-Same as (2a) but with Circular Polarization 

Again we obtain this result by letting O = 0 and r = 7r/4, yielding 
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DRPc + D72Pcf + Psz + 1)RDT?Psfl 
lD2D-2P ' +P + +DP J 

(PR - GR)R/ - (PT + GT)L,R + 20 logro (4ad/X) 
+ (AH + A'v)r'/2 + 5 logro [(1 + p2)2 - 4p2 cos2X]+ 

= 10 logro [10-UTFR)/10 + 10 -(FT +/R )/l0 

+ 10 -(UT +/R +S1'r)/10 + 10-(FT-+FR +XPDc)/10] [32] 

The right-hand side of Eq. [32] agrees with the form suggested in Ref. 
[9], except that Eq. [321 also includes the attenuation factors on the 
left-hand side. 

Cross -Polarization Isolation (XPI) 

The cross -polarization isolation of an antenna (XPI) against interfering 
signals can he derived by making use of the results for cases (1) and (2). 
XPI is simply the difference in dB between these two sets of results. It 
refers to the cross talk in a single receiver channel when two cross -po- 
larized signals are transmitted. 

For linear polarization, we find from cases (la) and (2a) that 

(XPI)11.V = C 

F'2 

- GT 

T T1FR +l1IRPcf 
[/-4'2F1Pc 

+ FTJRPs +/T1Fl+Pst 
+ 10 loglo 

+ FT.'ÍRPcf + 42f1/38+ + FT2F1Psf 

=GT-GT+FT- FT 

+ 10 log10 
R T2 c cf T_ s DI P,± 

[33] 

where DTI = Fri/f TI, DT2 = FT2/1T2, and DR = F///fR are the discrimi- 
nation ratios of the antennas in clear weather. 

For circular polarization, we find from cases (lb) and (2h) that 

(XPI)c = T - gT 

+ 10 log 
+ FT. R + p2(1n RR+ FTiFR)J 

= CT - GT+ lO logro rFT1 + Tll 

+ 10logio 

FT2 + i-12 

/1-P2\ 4ET1ER 
1 + 

\1 + p2/ (1 + ET,)(1 + ER) 

/1 - p2\ 4ET2ER 

+ p2J (1 + E3-2)(1 + ER) 

[34] 
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Similar to Eq. [9], we introduce here E'T , Eland ER, the clear -weather 
ellipticity values in dB of the circularly polarized antennas. We then 
define 

ETI = 1Oh.'T/20 E12 = 1OFT/20 ER = 101ER1/2o, 

Fri ETI + 1 FT2 ET2 + 1 FR 1 + Ell 
¡Tl ETI - 1' fT2 ET2 - 1 

and 
fR I - ER' 

These parameters are used in Eq. [34]. 

Cross Polarization Discrimination (XPD) 

[35] 

XPD refers to the discriminaton of received signals between the two 
cross -polarized receiver channels when a single dominantly polarized 
signal is transmitted. We now provide results similar to those in Sec. 2.2 
(using the same notation as there) but based on the random phase 
limit. 

For linear polarization, we have 

(XPI))1i,v=GH-GR+flr-fR 

+ 10 loglo[DRiP + DT2Yc± + Psi + DR1D 2Ps 
[ 

fl. 
36 

DH2DT2/'cf + P + 14;2Ps f + Dh2198, J 
For circular polarization, the result is obtained by letting O = 0 and r = 
45° in the above, giving 

(XPD)c = GT - GT 

+ 10log10[F5,F2R +fTf,i+p2(FffRl +fTFRI)1 
f7'FR2+FÍ%2R2+P2(1.7112+FTF2R2) 

wheref/r I = ] 0/R'/20 and f/12 = ] 0/11720 

Numerical Example and Comparison with an Experiment 

]37] 

Fig. 1, from Oguchi,10 shows measured values of XPDII,v and XPIH,v 
versus attenuation (relative to clear -weather conditions), obtained by 
Shimba et all' at 20 GHz over a terrestrial path. At sufficiently large 
attenuations, the order of the curves is XPDv > XPIv > XPIH > XPD11. 
We have performed computer calculations based on the random phase 
limit (with FR1 = FR2, ¡Rl = 1/12, FT] = FT2, 1TI = 1T2, GTl = GT2, and 
G,11 = G112) using the equations in this section. We adopt the differential 
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Fig. 1-Variation of XPDH,v and XPIH,v values with signal at:enuation.1011 

phase and attenuation results of Oguchi and Hosoya2 at 19.3 GHz. We 

find that the above order of the four curves occurs for exact alignment 
when Der > D'., i.e., when the clear weather isolation of the receiver is 

better than that of the transmitter. Otherwise, when D'l > DH, the order 

is XPIv > XPDv > XPDH > XPI11. The best match to the experimental 
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Fig. 2-Theoretical results to compare with Fig. 1. Here, a' = 90°, r' = 2°, 0' = 0°. fre- 

quency = 19.3 GHz, DR' = 45 dB, and DT' = 35 dB. Solid curves are for path 

length through rain given by H in Eq. 111; dashed curves are for H double that in 

Eq. 11]. 
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results is obtained with a canting angle of 2°, and by letting D' = 45 dB 
and 1)T = 35 dB. If the canting angle is larger, the ordinate values are 
too low, and if the difference between DT and DR is less, the four curves 
are too close together. The numerical results are plotted in Fig. 2. The 
solid curves are based on the H value given in Eq. [1], and the dashed 
curves are calculated with twice this path length. A plot of XPI) and XPI 
versus attenuation is not very sensitive to the value of H. Good agree- 
ment is obtained for the magnitude, shape, and separation of the ex- 
perimental curves for the higher attenuation range above 15 dB. We thus 
see that theory can act as a diagnostic on the experimental curves, pro- 
viding an indication of whether DR > Dr or vice versa, of the difference 
between DK and DT, and of the magnitude of the effective canting 
angle. 

The theoretical curves for circular polarization are also plotted in Fig. 
2. Circular polarization is much worse than linear polarization at 20 
GHz. 

2.4 Considerations of Linear Versus Circular Polarization 

We first discuss considerations in the use of circular polarization and 
then those of linear polarization. Circular polarization provides the 
following advantages: 

(a) There is no need for polarization tracking. By contrast, linear po- 
larization requires that adequate alignment he maintained between 
the polarization directions of the satellite and earth antennas. 

(b) Circular polarization is insensitive to Faraday rotation. For linear 
polarization, rotation of the polarization angle introduces cross 
polarization. This is an important consideration at frequencies below 
6 GHz. At frequencies above 10 GHz, however, Faraday rotation is 
negligible and this argument is no longer pertinent. 

(c) Two adjacent areas serviced by separate satellites can maintain 
orthogonality using orthogonal right- and left-hand circular polar- 
izations, respectively. This is not so for linear polarization. This 
problem is discussed in Sec. 3. 

(d) The angle of polarization of the antenna may vary over its design 
bandwidth.? This presents a possible disadvantage in a frequency 
reuse system employing linear polarization where the orthogonal 
polarization is also used. Then, the overall isolation may not be 
maintained over the frequency bandwidth. This is not of concern 
if the isolation is sufficient throughout. Due to the variation in the 
angle of polarization, however, methods proposed to cancel out 
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cross -polarization components induced by rain may not he possible 
in the r -f stage over the entire bandwidth, but will be limited to the 
i -f stage, separately for each transponder. 

In the 4-6 GHz hand, (a) and (b) are the main advantages of circular 
polarization. In the 12 GHz band, (a) and (c) are the main advan- 
tages. 

The main advantage of linear polarization arises from considerations 
on propagation effects through rain. We denote by XPD the cross -po- 
larization discrimination or the ratio of direct -to cross -polarized received 
power in dB. Depolarization due to rain is less and XPD is greater for 
both vertical and horizontal linear polarizations than it is for circular 
polarization, except for a canting angle of 45°, where circular and linear 
polarizations give about the same XPD. The theory, given in Sec. 2.1 

above, indicates this. Since a distribution of canting angles exists, av- 
eraging over the canting angles favors linear polarization for most of the 
time.12 A vertically polarized electric field experiences better XPD and 
less attenuation than a horizontally polarized field and both provide 
better XPD than circular polarization. 

Experimental evidence substantiates the theory. Fig. 3 illustrates 
experimental results over terrestrial paths in the 17-19 GHz band. The 
top left is a plot of theory versus experiment using circular polarization.13 
The XPD value is plotted versus attenuation of the co -polarized signal. 
The attenuation is the excess over the clear weather value. The top 
right14 compares the same experimental results with another experi- 
ment15 using 45° linear polarization. We see that a 45° polarized wave 
is more or less equivalent to circular polarization, as theory (see Sec. 2.1) 
predicts for antennas with good clear -weather isolation. The plot on the 
bottom left compares theory and experiment for an incident horizontally 
polarized wave for various path length.3 Finally, the plot in the bottom 
right shows the experimental XPD's for circular polarization replotted 
against those for horizontal polarization and for identical path lengths.'6 
We clearly see that depolarization is worse for an incident circular po- 
larization. 

Fig. 4 illustrates experimental results obtained at 20 GHz with the 
ATS-6 satellite14 and comparison with theory.3 The polarization angle 
for these results is between 20° and 22° with respect to the vertical. For 
these polarization angles, the results lie as expected between theoretical 
predictions of XPD for vertical polarization (corresponding to 0°) and 
circular polarization (equivalent to 45°). This again indicates distinct 
advantages in the use of linear over circular polarization, even when the 
polarization angle is as large as 20°. 

We have mentioned above that if the polarization angle at the beam 
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center is vertical or horizontal, it is different at the beam edges, and 
consequently XPD at the beam edges is degraded from that at beam 
center. In contrast, for circular polarization, XPD doesn't vary much 
in the east -west direction at a more or less constant elevat ion angle. One 
should not infer from this that circular polarization is better. As seen 
from Fig. 4, XPD for all finite polarization angles other than 45° is better 
for linear polarization than for circular polarization. 

Fig. 5 gives theoretical predictions in relation to the planned European 
Orbital Test Satellite (OTS) operating in the 11 to 12 GHz band,17 based 
on the theory in Sec. 2.1. This graph plots XPD versus attenuation using 
the Eurobeam A antenna on this particular satellite. The left-hand 
calculations are for circular polarization and the right-hand ones are for 
linear polarization, presumably horizontal. The canting angle on the 
beam axis is assumed to be 4°. Different curves result depending on the 
elevation angle and on the depolarization angle determined by the offset 
of the earth station from beam center. The best XPD values cxecur for 
the largest elevation angle, with the receiver on beam axis and with the 
beam using linear polarization. Curve (1) shows results for an elevation 
angle of 60° with circular polarization. Curves (2) for a 40° elevation 
angle compare linear to circular and show that circular is worse than 
linear polarization. The same would be true for 60° or any other angle. 
Curves (3) are for a 20° elevation angle, which occurs towards the beam 
edge in the north, and the XPD values are now lower for both polariza- 
tions. At 40° elevation, the polarization angle at the receiver changes 
from linear horizontal at beam center to 17° with respect to horizontal 
as one moves in the east -west direction to the 3-d13 beam edge. This 
further decreases XPD for linear polarization as indicated by curve (4). 
Curve (2) still applies for circular polarization, but this curve, as implied 
above, is still worse than curve (4) for linear polarization. 

Consider the following example for Canada. Let a satellite he situated 
at about 100°W longitude, radiating vertically polarized waves in the 
meridian plane. The polarization angle covering all of Canada with a 
single beam would vary by about ±30° with respect to the plane on earth 
containing the local vertical. With several spot beams, this variation in 
polarization angle can be greatly reduced and in all cases, it is below the 
45° equivalent of circular polarization. 

For reference, the following formula can be used with good accuracy 
to calculate the polarization angle E. Let the satellite be situated at 
longitude Las. Let the on -axis beam from the satellite antenna intersect 
the earth at latitude L,,,, and longitude Loa. Define Lda = L° - Las. Also 
let the off -axis ray intersect the earth at latitude La and longitude L° 
and define Ld = L° - L°,. The polarization angle 1, as measured from 
that at beam center, is then given by 
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sinLaa cosLa sinLd - cosLaa sinLd sinLa - 138 
sinLaa sinLa - cosLaa sinLda cosLa sinLd 

In particular when Lda = 0, we obtain tans = cotLa sinLd. 
We can summarize the advantages of linear polarization as follows: 

(a) Roth from terrestrial links and satellite -to -earth links and from 
theoretical predictions and experimental data, linearly polarized 
systems perform better than circular ones in the presence of rain and 
provide better XPD. 

(h) A polarizer is required to generate circular polarization and this 
device introduces ellipticity. The isolation for the antenna cannot 
he made better than say 33 dB if the polarizer ellipticity is 0.4 dB. 
This advantage is not appreciable, since 33 dB isolation is sufficient 
in many cases. (The design of high performance polarizers is given 
by Soma et al_18) Furthermore, linearly polarized ground antennas 
may also employ an adjustable polarizer (instead of using mechanical 
means) in order to align the receiver electric field direction to that 
of the incoming wave. 

(c) In the off -axis directions and in the side lobes, the antenna clear - 
weather isolation is better for linear than for circular polarization, 
provided alignment can be maintained.? Also, cross -polarization for 
linear polarization is usually concentrated in four lobes in the 45° 
off -axis planes, whereas for circular polarization, circular symmetry 
is maintained and the depolarization covers a larger area.17,19 

Let us reconsider the previously mentioned disadvantages of linear 
polarization. Misalignment remains a problem as far as the earth station 
is concerned, where it can be caused by winds or mishandling. A mis- 
alignment of 2° decreases XPD to 29 dB and 8° decreases it to 17 dB. 
Occasional checking of the earth antenna alignment may be necessary. 
As far as the satellite is concerned, it is generally maintained that its 
attitude control can be kept to within 0.25°, so that a variable polariza- 
tion should not occur. If problems arise due to improper station keeping, 
the plane of polarization will change as well, presenting problems both 
to linear and circular polarization systems. 

To overcome the cross -talk problem mentioned under advantages of 
circular polarization, one of the proposed solutions (see Sec. 3) is to use 
alternate frequency channels as well as orthogonal polarizations in ad- 
jacent beams. By the use of different frequencies, discrimination can be 
maintained even at the beam edges. 

The OTS is being designed with several antenna systems2°. Two are 
the Euroheam A beam and the steerable spot beam, both of which use 
two orthogonally polarized linear waves, and another is the Eurobeam 
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B beam, which uses a single circularly polarized wave. The reason for 
including the latter is the uncertainty presented by polarization mis- 
alignment with linear polarization. One of the purposes of OTS is to 
enable a comparison between the two types of polarization. 

As discussed above, at frequencies above 10 GHz, propagation effects 
favor linear polarization. Misalignment problems favor circular polar- 
ization. We feel that the advantages of linear polarization outweigh the 
disadvantages if the number of earth stations that have to be serviced 
occasionally for alignment are not too many. Watson and Soutter'7 also 
show that linearly polarized systems perform significantly better at 12 
GHz in the presence of rain and offer greater capacity with multi -level 
PSK modulation. This conclusion, however, has to be qualified. In the 
future, the situation may arise where ground stations may proliferate 
greatly with a multitude of individual home receivers. Proper alignment 
cannot be expected to be performed or maintained by all the operators. 
Then the economics of servicing all these stations will be a significant 
consideration. Circular polarization may be the easy way out of this 
problem, even at the expense of fading and depolarization occurring 
during precipitation. However, a better solution is to use linear polar- 
ization and insert easily adjustable polarizers to align the polariza- 
tions. 

2.5 Reference Antenna Patterns 

Various reference pattern envelopes have been proposed2' for each of 
the co -polarization and cross -polarization components. In addition, 
different patterns apply to satellite transmitting antennas and to indi- 
vidual receiver antennas. 

It is difficult to suggest reference envelopes that apply to all different 
situations and types of antennas, since each type of antenna has a 
somewhat different envelope decay. The co -polarization pattern enve- 
lope also depends on whether methods are used for side -lobe control, 
such as special designs of the aperture edges. The cross -polarization 
pattern envelope also differs on the means taken to suppress or filter the 
cross -polarization component, such as grid reflectors, long -focal -length 
paraboloids, or optimum modes for feeding the dish which cancel out 
the cross -polarization pattern. Blockage obstacles and antenna supports 
alter the envelope shapes and cause spurious side lobes. Furthermore, 
the envelopes in the E- and H -planes can differ, so that any reference 
has to include both. Also the pattern envelopes vary depending on the 
frequency within the bandwidth. 

In view of all these variables, at best one can only propose reference 
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envelopes for the average type of antenna and require actual perfor- 
mances to surpass these requirements by being below the envelopes. 
Even so, it is conceivable for the actual cross -polarization pattern in the 
side lobes to be above the co -polarization pattern, for example at null 

points in the co -polarization pattern. 

Satellite Co -Polarization Pattern Envelope 

Suggestions for the co -polarization pattern envelope of satellite antennas 
have evolved through various stages. One report22 suggests the following 
for fixed service satellite antennas beaming power towards large earth 
terminals. 

FT(4.) = -3(20/00)2 for 0 0/00 5 1.29 

_ -20 for 1.29 , 0/00 3.15 

_ -25 logio (20/00) for 3.15 0/00 1391 

with a limit at the isotropic gain. In the above, FT (0) is the gain in dB 
relative to its on -axis value, namely FT (0) = 0. Also, d/ is the angle away 
from the beam axis and 00 is the total beamwidth, so that FT(± o/2) = 

-3 dR. 
In another report23, referring to broadcast service satellites beaming 

power towards individual earth receivers, a different reference envelope 
is proposed, namely 

FT(/) _ -12(0/00)2 for 0 5 0/0o 0.50 

-10.5 - 25 logo (4/00) for 0.50 d/00 0.82 

_ -20 - 135 log10 (0/0o) for 0.82 0/00 1.09 

_ -25 for 1.09 4)/00 3.80 

_ -10.5 - 25 logo (0/0o) for 3.80 5 ¢/rho 140] 

with a limit at the isotropic gain. This envelope, representative of normal 
designs with lobe control, includes a Gaussian pattern for near zero an- 
gles. 

A recent report21 suggests having a single reference envelope that 
includes antenna patterns for both fixed and broadcast service satellites. 
Towards this end, the following simple envelope is proposed for the co - 

polarization pattern. 

FT(.) = -12(0/00)2 for 0 0/00 1.44 

_ -25 for 1.44 0/00 3.80 

_ -10.5 - 25 logo (0/0o) for 3.80 0/00 141] 
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with a limit at the isotropic gain. It is seen that the envelope pattern for 
the fixed service satellite is adopted up to b/bo greater than unity, and 
the previous broadcast satellite envelope is adopted for 0/00 greater than 
1.44. In many cases, one can do better than required by this envelope, 
especially if precautions are taken to reduce side lobes. This final 
suggestion nonetheless looks reasonable for most types of antennas. 

Satellite Cross -Polarization Pattern Envelope 

Different reference cross -polarization envelopes apply depending on 
whether special care is taken to increase the antenna isolation. Various 
methods for increasing the isolation are discussed by Raab24 and one 
method using linearly polarized filtering screens has been applied to the 
RCA-SATCOM satellite. With care, the reference'' envelope given below 
should be attainable. The satellite cross -polarization envelope in dB, 
denoted by f'T(4)), is given relative to FT (0) = 0, by 

f",(0) _ -36 - 25 logto 
-o 

- 11 for 0 0/00 0.42 

_ -30 for 0.42 0/00 1.58 

= -36 - 25 login - 1 for 1.58 0/0o 
0o 

with a limit at the isotropic gain. If no special effort is taken to minimize 
the cross -polarization component, Reference 121] suggests that the factor 
25 be increased to 40; the corresponding b/4o limits would then he 0.29 
and 1.71. 

Our opinion is that there is a greater difference in the envelopes be- 
tween the two cases whether the cross -polarization is suppressed or not 
by additional means. With a solid dish, it is difficult to obtain 30 -dB 
isolation up to the 3 -dB poin s (0/4o = 0.5) over the whole frequency 
bandwidth, although it may occur at specific frequencies. A gridded 
reflector can make a big difference, even though the number of reflectors 
has to he doubled in a dual -polarized system. Only one reflector can he 
used per polarization. With grids, one can filter the cross -polarization 
level, theoretically to 50 -dB isolation, but practically to about 36 dB up 
to the 3 -dB points. We thus feel that with gridded systems one can do 
better than the reference envelope shown. Without special care, the 
cross -polarization envelope is usually worse than the modified expres- 
sions suggested above. 

A possible modification that we suggest is to alter the middle part of 
Eq. [42] from -30 to -33 dB and change the corresponding 040 limits 

[42] 
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to 0.24 and 1.76. This applies to a proper design minimizing cross -po- 
larization. 

A good antenna should display a deep minimum in cross -polarization 
on axis. This is not always observed.7 Sometimes, this failure is not in- 
herent in the antenna but is due to an imperfect measuring antenna used 
to derive the cross -polarization pattern of the test antenna. Also, scatter 
from supporting structures may actually fill in the minimum. Both the 
magnitude in dB of the minimum and its position in space may also vary 
as the frequency is changed. Nonetheless, we agree with Eq. 1421. Al- 

though it shows only a relatively small increase in cross -polarization from 
on -axis to (p/o. = 0.5, it still suggests to the designer the desire to obtain 
even a lower on -axis minimum. 

For large off -axis angles beyond the second side lobe, it is questionable 
whether the envelopes for direct- and cross -polarization have any 
meaning. First the symmetry about the axis is not maintained. Secondly, 
in relation to isolation considerations, the power in cross -polarization 
may surpass the co -polarization power at minimum points in the co - 
polarization pattern. Nonetheless, the reference pattern envelopes serve 
to indicate the need to decrease the envelopes of the side lobes for both 
direct- and cross -polarization to be sufficiently below their values at cb/c6o 

= 0.5. These references should he kept for this reason but, perhaps, made 
constant at the values attained at about the position of the third side 
lobe. 

Individual Receiver Co -Polarization Pattern Envelope 

For individual reception, the following co -polarization pattern envelope 
has been suggested23 for F"1(0), the receiver gain in dB, relative to its 
on -axis value of FR(0) = 0: 

F'R(0) = -9 - 20 log to (0/00) for 0.5 ¢/0o 11.22 

= -30 for 11.22 0/4)o 1431 

with a limit at the isotropic gain. For community reception where the 
antenna is designed with better side -lobe suppression, the above is re- 
placed by 

F';?(0) = -10.5 - 25 log10 (0/0o) for 0.5 z1 0/00. 1441 

In a later proposa1,21 it has been suggested that the above relations 
for individual receivers he retained only for Q/00 ? 0.707. For small 
off -axis angles, a flat -top is allowed up to ¿/00 = 0.25, in order to account 
for possible pointing errors of ±0.5°, and a Gaussian is adopted for 0/00 
between 0.25 and 0.707. This gives the following for the reference en- 
velope: 
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Fjr(ch) = 0 for 0 0/00 < 0.25 

_ -12(0/00)2 for 0.25 < 0/0o 0.707 

= -9 - 20 logo (ch/qo) for 0.707 5 0/490 11.22 

_ -30 for 11.22 (I)/(ho [45] 

with a limit at the isotropic gain. 
It seems to us that the proposed envelope, which decreases as -9 

- 20 logro cb/0o is more representative of an antenna having a specially 
designed uniform illumination over the aperture. Usual antennas have 
side lobes somewhat lower than the envelope and then the envelope 
decreases more rapidly. We would suggest consideration of the following 
modification replacing the last two dependences. 

Fir(0) = -9.52 - 23.4 logro (ch/cho) for 0.707 0/00 zlz.. 7.5 

= -30 for 7.5 0/0o 1461 

Individual Receiver Cross -Polarization Pattern Envelope 

A form for [(4), the cross -polarization pattern envelope in dB relative 
to Fll(0) = 0, has recently been suggested. It allows for the fact that the 
minimum on -axis value of -30 dB may be difficult to obtain in view of 
possible pointing errors, and that it may be partly filled in if no special 
care is taken. The suggested envelope is21 

fm(0) = -25 for 0 5 cblcho 0.25 
= -30 - 40 log,o 

1 ch/0o - 11 for 0.25 S 0/0o 0.44 
_ -20 for 0.44 eb/cho 1.40 

= -30 - 25 1og,o 10/00 - 11 for 1.40 5 0/00 2.0 
= -30 for 2.0 chlcho [471 

with a limit at the isotropic gain. We generally agree with this form of 
the pattern. 

Our previous remarks on the far off -axis patterns for satellites also 
apply here. To improve on the cross -polarization pattern for linear po- 
larization up to 0/00 = 1.4, one should use a long -focal -length paraboloid. 
With good design, both the co -polarization and cross -polarization en- 
velopes can be improved. 

A final suggestion is to require that the reference envelopes be met 
throughout the frequency bandwidth and for both E- and H -planes. 
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3. Systems and Implementation Problems 

The "broadcast", or broadcast service, satellite is intended to provide 
radio or television service to many small inexpensive earth terminals. 
This requires a very high EIRP on the spacecraft provided by high -power 
transponders and high -gain antennas. By way of contrast, fixed service 
communications satellites provide a low EIRP to strategically located, 
large, high -gain, expensive earth terminals. Some of the problems as- 
sociated with providing the high EIRP required of broadcast service 
satellites are discussed in the literature.8'22_34 A few additional problems 
are discussed here. 

3.1 Limitation to Antenna Beam Sizes 

In designing a spacecraft antenna, allowance must be made for antenna 
beam -pointing errors, that is, the antenna beam must be made larger, 
by an amount ±..5(1, than the minimum required to illuminate the desired 
ground area. This allows the antenna to be misdirected by the amount 
._(1 and still keep the ground coverage area within the edge contour of 
the antenna beam. However, because the beam dimensions are larger 
than the minimum, the gain at the edge contour will be reduced. 

If it is desired to cover a large ground area with a series of adjacent spot 
beams, then the parameter that must be maximized is the product of 
coverage area and antenna gain. For a circular beam, it can be shown that 
the gain is inversely proportional to the square of the 3 -dB beam width 
(03). The coverage area, reduced by the pointing errors, is proportional 
to ((13 - 2_50)2 as shown in the insert in Fig. 6. Thus 

1 
product a -032 (03 - 2.50)2 

.102 =1-4-+4 (-) ;0< <(2;. [481 

In the limits, .50 cannot be less than zero and must not be greater than 
0;,/2. 

A plot of Eq. [48] is shown in Fig. 6. It shows that in the case of zero 
pointing errors, the limit is unity. If the pointing errors increase to one 
tenth the beam width, there is already a loss in coverage area (or gain) 
of 36%, or about 2 dB. This is probably the largest ratio of .50/(),; that can 
he tolerated. That is, for a pointing error of ±0.2°, the minimum beam 
width should not be smaller than 2°. Since this is approximately the state 
ot'the art in spacecraft attitude control, any smaller beam size must be 
accompanied by antenna fine -steering capabilities to remove the attitude 
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errors of the spacecraft. The actual trade-off point between fixed an- 
tennas and steerable antennas must he determined by detailed trade-off 
studies in each case. Since some of the antenna pointing errors are a re- 
sult of thermal distortion in the antenna itself, an appropriate means 
of antenna pointing is r -f tracking of a ground beacon (located on the 
axis of the spacecraft antenna beam) using a monopulse feed incorpo- 
rated into the actual antenna. The dominant source of pointing error 
should then he the signal-to-noise ratio of the beacon, and a considerable 
reduction in pointing error should result. There should be no intractable 
technical problems in implementing a tracking antenna, with the possible 

GB 
83 

Fig. 6-Gain coverage product versus antenna pointing errors normalized to the 3 -dB beam 
width. 

exception of the reliability of the steering mechanism for a seven-year 
mission. There is however a logistics problem associated with placing 
a ground beacon in an appropriate location. 

Another limitation on the antenna beam size is the shroud dimensions. 
The 8 -foot Thor -Delta shroud has an inside clear diameter of approxi- 
mately 7 feet. An antenna aperture limited to this diameter will have a 
beam width of just under 1° at 12 GHz. The 10 -foot Atlas Centaur shroud 
would contain an antenna with a beam width of about 0.75° at 12 GHz. 
To obtain narrower beam widths, it would he necessary to build the 
antenna with fold out sections. The usual type of deployable antenna 
used in space is a fold -out mesh reflector suitable for low frequencies. 
The mesh stretches straight between the ribs introducing a surface error. 
To make the errors tolerable at 12 GHz, the number of ribs must he in - 
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creased, and it is anticipated that the surface errors introduced by the 
mesh would limit the beam size to approximately 0.5°. Only one such 

reflector could be carried, but it could be used for a number of spot beams 

by means of more than one feed horn. 

3.2 System Implications 

Before considering the different antenna types and their suitability, it 
is necessary first to consider the overall system and to establish the an- 
tenna requirements. The discussion that follows is not intended to be 

definitive but to indicate the direction a broadcast satellite system might 
take. In addition, it out lines the context in which the antenna discussion 
must be viewed. 

We will assume that the broadcast satellite system requires an eirp 
at 12 GHz of 58 dBW, equivalent to that of CTS with the 200 -watt 
TWTA. CTS uses a steerable 2.5° -beam -width antenna. The equivalent 
EIRP can be obtained with higher gain antennas and lower power 
TWTAs as indicated in Table 3. 

Table 3-Gain/Power Requirements to Obtain EIRP of 58 dBW at 12 GHz 

Beam Width 
((leg) 

Gain Power 
(dB) (watts) 

2.5 36 200 
2.1 37.5 142 
1.75 39 100 
1.5 40.4 72 
1.0 44 32 
0.75 46.5 18 
0.5 50 8 

To avoid the complication of antenna steering, a beam width of about 
2° is chosen with a corresponding TWTA power of 120 watts. This 
matches the power of the Hughes TWT being built for the .Japanese 

Broadcast satellite. Using a 3914 Thor -Delta with 2000 lbs launch ca- 

pability, the transponder would consist of two active TWTAs, each with 
a redundant unit. 

Two TWTAs would operate in daylight and one during eclipse. Four 
2° antenna beams are needed to cover Canada, and the problem is to 
cover the country with a spacecraft with only 2 active TWTA's, taking 
into consideration the necessity for spares. 

We assume that it is necessary to provide service uniformly to the 
whole country rather than only to the populous areas. It is necessary then 

310 RCA Review Vol. 37 September 1976 



Ulfitl I I3FiUAUI;AS I SA ftLLITt 

to launch two active spacecraft plus a spare, all of which must be iden- 
tical. The two active satellites can be placed in the same slot (so that a 
single uplink antenna may he used) with a negligible probability of col- 
lision. Each spacecraft must carry antenna feeds for all four beams with 
facilities for switching the TWTA to the desired beam. There is space 
within the Thor -Delta shroud to provide two reflectors of the required 
size so that beams 1 and 3 could be provided by one reflector and beams 
2 and 4 by the other. The minimum -weight solution is to use one reflector 
for all four beams and four adjacent feed horns. The single reflector 

n 

DEGREES 

Fig. 7-The apparent size and shape of Canada as viewed from 104° and 114° west including 
an attitude bias to optimize antenna gain. Anterna contours are not shown; 5 
indicate locations of cities for 104° W and A locations for 114° W. 

approach would probably be followed in spite ofa problem in overlapping 
the beams sufficiently to provide continuous coverage. 

One of the problems associated with fixed -beam antennas is that of 
operating from different orbital locations. When the satellite is moved 
from one orbital location to another, the shape and size of the ground 
coverage area changes as viewed from the satellite. In addition, the 
ground area moves from west to east as the satellite is moved from east 
to west and vice -versa. This latter effect is accommodated by biasing the 
attitude of the satellite to point the antenna axis at the apparent center 
of the coverage area. To accommodate the change in size and shape, it 
is customary to oversize the antenna beam to include the whole coverage 
area for all expected orbit locations. This would also be done in the case 
of a multibeam antenna system, but an additional problem appears at 
the boundary between adjacent beams. Fig. 7 shows the outline of 
Canada as it appears when viewed from two different slot locat ions. The 
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spacecraft attitude has been biased in both cases to optimize the coverage 

at the east and west extremities of the country as specified by the city 
locations. For this reason the biasing is sensitive to the antenna beam 

shape and would change slightly for a different antenna beam configu- 
ration. The trend is very obvious however. The southern part of the 
country has a larger apparent shift than the northern part. The change 
in attitude bias approximately compensates for the shift at the northern 
continental coast and more than compensates for the shift in the arctic 
islands. Individual cities in the south move by nearly 0.5° in spacecraft 
coordinates. This is sufficient for a large fraction of the country to move 
from one spot beam to an adjacent spot beam when switching to an al- 

ternate satellite located 10° away in the orbital arc. This would mean 
that the ground station would have to switch channel numbers if the 
alternate spacecraft is to be used, implying additional cost in the ground 
terminal. An obvious solution is to keep the operational spacecraft close 

together in the orbital arc thus keeping this effect to a minimum. 

3.3 Polarization Alignment of Adjacent Satellites 

Assume that it is required by mutual agreement that all the spacecraft 
at 12 GHz have linear polarization aligned with the north -south spin axis 

of the earth. In the case of pencil beams, such as we are considering, the 
beam axis can be tilted towards the north or the south so as to optimally 
cover the desired ground area. Then, the polarization vector is not pre- 

cisely aligned with the earth's axis but is tilted by the same amount as 

the antenna. Different spacecraft around the orbital arc all pointing at 
the same latitude have polarization vectors that appear as on the surface 
of a cone with half angle equal to the tilt angle. Thus two satellites at 

different locations in the orbital arc but illuminating the same ground 
area will have a polarization misalignment due to the tilt angle. This 
misalignment is calculated and presented in Fig. 8 as a function of an- 
gular separation between the cooperating satellite and the interfering 
satellite. The lower curve is for zero attitude error and the upper curve 
for an attitude error (for the interfering satellite) of 0.25°. 

Also shown in Fig. 8 is the level of interference (in dB) resulting from 

the polarization error. This isolation is in addition to that offered by the 
off -axis response of the ground antenna. Since all the satellites illumi- 
nating the same ground area would normally he located within 10° of 

arc, the polarization isolation is 32 dB plus the off -axis response of the 
ground antenna to cross -polarized radiation. This is considered to be 

a negligible source of interference provided the polarization vector on 

the spacecraft is nominally aligned with the earth's spin axis. 
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3.4 Spacecraft Antennas22 

Cassegrain Reflector 
The standard center -fed Cassegrain geometry is very good for large 
antennas. For smaller antennas with beam widths of ]° or more, the 
subrellector is either too small to form a good reflecting surface or so large 
that the blockage effects are excessive. This geometry has never been 
used on a spacecraft. 
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Fig. 8-Discrimination level due to antenna tilt angle (not including earth antenna discrimi- 
nation). 

Cassegrain Horn Feed 
This geometry eliminates blockage effects by offsetting the reflector; 
suhreflector can then be large enough to have satisfactory beam -forming 
properties. However, it has two drawbacks. First, the increased area of 
precision reflecting surface results in a corresponding increase in weight. 
Second, the center of gravity of the antenna is pushed farther away from 
the spacecraft upper deck, thus increasing the mechanical design and 
fabrication problems of the antenna and magnifying the dynamic sta- 
bility problem of the spacecraft. 

Conical Horn Reflector 
Because of the large size of the conical horn, this type of antenna is 
considered to be too large and heavy for application on a satellite. For 
earth -coverage beams at microwave frequencies, a simple horn without 
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the reflector is frequently used, but for beam sizes of the order of 1°, the 
horn would become excessive in size and weight. 

/'rime Focus Reflector 
This simple geometry generally has minimum weight and size and is 

simple from both an electrical and mechanical design standpoint. It 

suffers from a loss of gain due to blockage by the horn and an increase 

in cross polarization due to scattering from the horn support struc- 
t ure. 

Off -Set Fed Reflector 
This configuration is generally used for spacecraft antennas. It removes 

all, or nearly all, blockage from the antenna aperture; thus giving max- 
imum antenna gain. In addition it reduces the scattering from the horn 

and support structure into the cross -polarized component. 

Modifications to the basic configuration include circular aperture feed 

horns, multi -horn feeds, gridded reflectors, and gridded screens. 

Circular feed horns, if fed with the appropriate mode, are used to re- 

duce the cross -polarization of the antenna.x At the appropriate F/d ratio, 

the cross -polarized component introduced by the horn can he used to 

cancel the component introduced by the reflector thus effecting an im- 

provement in cross -polarization isolation. Multiple feed horns are used 

to provide a carefully contoured far -field antenna beam to match the 
desired ground coverage area.25,26,28.3i-34 This is accomplished by using 

a large aperture giving a pencil beam for each of the feed horns. By 

driving an appropriately selected subset of the feed horns with equal 
amplitude and phase, the desired antenna beam shape can he built up. 

Other shapes of antenna beams can be obtained by selecting another 
subset of the feed horns. This antenna design optimizes the antenna gain 

over the coverage area for a number of reasons. First, the gain of the 
antenna is fairly uniform across the beam. The energy maximum nor- 

mally appearing at the beam center has been spread uniformly over the 
beam, increasing the gain above that which would he obtained from a 

diffraction limited beam. Second, the antenna beam has a sharp fall off 

outside the coverage area. Third, by contouring the antenna beam to 
match the desired coverage area, a large amount of energy that would 

normally he directed toward unpopulated areas can he directed into the 
main beam to increase the gain in the desired direction. The magnitude 
of the gain increase will depend upon the complexity of the desired 

coverage area and the number of spot beam used to make up the antenna 
beam. 

In another application of multiple feed horns, the horns are not par- 
alleled but are used individually to carry different signals to adjacent 
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areas on the ground by connecting the signals to adjacent feed horns on 
the satellite. Because adjacent spot beams overlap on the ground, it is 
necessary to provide isolation by using different frequencies or 
crossed -polarization or both. As an example, consider an antenna with 
side lobes such that a given frequency can be used on beams 1 and 4 with 
an acceptably low level of interference. If the band is divided into eight 
60 MHz channels, then the channels can he assigned to the spot beams 
in the grid as indicated in Fig. 9. Two 60 -MHz channels can be assigned 
to each beam and each beam can carry different information. In this way 
the full antenna gain of the spot beam is maintained for each channel, 
but many power amplifiers are required to feed all the spot beams. To 
cover a country such as Canada from the geostationary orbit, only four 
beams 2° in diameter are required. 

Fig. 9-A possible channel assignment scheme for a multiple -beam antenna system. 

3.5 Apparent Polarization Rotation of Satellite Signals 

A problem associated with rain depolarization occurs when a single 
satellite is used to illuminate large areas of the ground. If a single large 
antenna beam is used to illuminate the whole area, the field vectors are 
everywhere essentially parallel in the beam. However, when viewed from 
the ground the apparent polarization orientation is not the same ev- 
erywhere. If the satellite polarization is such that it appears vertical at 
one location, then it will not appear vertical at other locations. This is 
because of a change in the local vertical rather than a rotation of the 
polarization vector. This effect has been calculated using the formula 
appearing after Eq. 1381, namely 

tank = sin(Long)/tan(Lat) 1491 
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where Lat is the latitude of the earth station, Long is the longitude of 
the earth station relative to the subsatellite longitude (earth position 
directly below satellite), and is the apparent rotation of the polarization 
vector with reference to the local vertical compared to the orientation 
on the subsatellite longitude. This formula does not include the contri- 
bution due to the field vectors not being precisely parallel everywhere. 

80 

w 
w 70 
cº 
w 

60 
w 
o 

50 

_1 40 
z 
o 
á 30 

x 20 

w 10 

POLARIZATION 
ANGLE 

10 
15 

20 
25 

30 

40 

50 

60 

70 

10 20 30 40 50 60 70 80 
EARTH STATION LONGITUDE RELATIVE TO 

SUBSATELLITE LONGITUDE ( DEGREES) 

Fig. 10-Change in apparent polarization angle relative to an earth station located on the 

subsatellite longitude. 

'Phis contribution is very small and can be neglected for beam widths 
of a few degrees, as considered here. 

Results of the calculation are shown in Fig. 10. It is seen that, for a 

single beam covering Canada and polarized vertically on the subsatellite 
longitude, the polarization vector near the edges of the country are ro- 

tated from the local vertical by as much as 25°-30°. Thus, rain depo- 
larization, while it is a minimum for vertical polarization, is considerable 
worse at the edges of the country where the polarization is no longer 
vertical. 

In the multibeam situation there are two alternatives: 
(1) Each individual beam can have its polarization vector rotated so that 

it appears parallel to the local vertical at the beam center. 
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(2) The polarization vectors of every beam can he made parallel (or 
perpendicular) at the satellite, irrespective of the apparent orien- 
tation at the earth stations. 

In the first case, the rain depolarization is minimized everywhere and 
the resulting cross -coupling between polarizations is accepted. In the 
second case, the cross -coupling betweem beams is minimized and then 

Fig. 11-A channel assignment scheme suitable for a system maintaining the polarization 
at each beam center to be locally vertical and horizontal. 

the rain depolarization effect is accepted. The channel assignments 
shown in Fig. 9 have been made under the assumption of case 2. A suit- 
able channel assignment scheme for case 1 is shown in Fig. 11. A detailed 
analysis would he required in any particular case to minimize cross - 
coupling between beams including all factors, such as that deliberate 
polarization rotation (as in case 1) gives a continuous coupling factor, 
while rain depolarization only occurs for a fraction of the total time. 
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Subjective Effects of Bit Errors in a PCM Color 
Television System 

Richard A. Ulene 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-Subjective testing was made of human observers' response to PCM television 
pictures degraded with varying amounts of binary symmetric channel noise. 
Several approaches are discussed for evaluating picture quality measurements, 
the final choice being the Relative Preference method based on Thurstone's Law 
of Comparative Judgment. A suitable model for human response to visual stimuli 
is developed, as well as the analytical methods for analyzing the data from the 
subjective experiments. The experiments employ the method of paired compar- 
isons to generate the appropriate data for the model. A description of the exper- 
iments is given and of the equipment used to generate the impaired television 
images. Of particular importance is the generation device used to inject known 
amounts of errors onto the PCM communication lines. This device generates eight 
nearly uncorrelated error streams by sampling the outputs of three random noise 
generators. A computer program was used to estimate the parameters of interest 
from the observed preferences, calculate confidence intervals on the estimates, 
and also to perform a goodness -of -fit test on the estimated parameters using the 
hypothesized model. The parameter estimation method is the maximum -likelihood 
procedure. The results indicate that PCM television picture quality is more de- 
pendent on the brightness level and the amount of detail in the picture than con- 
ventional analog television picture quality. The results of the TASO tests of 1958 

are cited for purposes of comparison. Limitations of the procedures are discussed 
and suggestions for future work are made. 

1. Introduction 

Transmission of television pictures by pulse -code modulation (PCM) 
offers several advantages' -3 over transmission by analog methods, in - 
chiding higher signal-to-noise ratios and time -division multiplexing 
capabilities. Because of its digital nature, a high -quality signal can he 
maintained even though the signal may pass through a long chain of 
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repeater amplifiers. I)ue to its well-defined timing characteristics, PCM 
is also ideally suited for multiplexing signals when high degrees of quality 
and reliability are required, such as in network broadcast links. 

Briefly, PCM is a technique for encoding an analog signal in the form 
of eight -bit '`words" where each word corresponds. within some small 
increment, to the value of the original analog signal voltage at that par- 
ticular sampling time. The size of 1 he increment is determined both by 

the range of voltages being encoded and the number of discrete levels 

that can be coded for, the latter being given by 2" where n is the number 
of bits in each word. As long as the sampling interval is short enough* 
the received signal can he decoded to yield an almost exact replica of the 
original signal. 

The most important artifact of the process described above is an error 
signal called "quantization noise." Quantizat ion noise results because 

the process of representing a signal composed of an infinite number of 
levels (that is, the original continuous signal voltage) by a finite number 
of discrete levels introduces an error in the reproduced message. Quan- 
tization noise, while very important in actual system design, will not be 

considered extensively in this paper, since the system under study is 

relatively free of this type of noise (as shown in a later section). 
In the environments that the system under study might be employed, 

there is yet another type of interference that is of major importance. since 

it hears directly on system complexity and cost. This interference is 

produced by external noise in the communications channel and is re- 

ferred to as binary symmetric channel noise or "bit error" noise. The 
noise takes the form of occasional errors in the code words of the digitized 
message. The errors arise when the received hits are misread-a "0" is 

interpreted as a "1," and vice versa. The presence of high levels of noise 

in the channel can confuse the decoding device by changing the well- 
defined digital signals from the transmitter into ill-defined signals. There 
are several ways to quantify a certain level of bit error noise. Among the 
most useful parameters is the average error rate, defined as the average 
number of errors per hit, or the probability that a particular bit will he 

in error when received. This number is usually most easily determined 
by finding the average over time of the time intervals between successive 

errors and dividing its reciprocal by the sampling frequency. 

In any sampling process where one wishes to recover a signal that is band -limited to a frequency fo, 

it is necessary only to retain the instantaneous amplitude of the signal at intervals that are spaced no 

farther than 11121o) apart in time.2 
t If the errors are generated locally, and they are recoverable as a random pulse train, then there is 

a rather convenient method for monitoring the error rate. A frequency counter may be used where the 

Input signal is the error pulses and the counter time base is the sampling pulse train. This effectively 
causes the counter to display the ratio between the time -averaged bit error frequency and the sampling 
frequency, giving the time -averaged bit error rate. This was the method used in the equipment employed 

in this work. 
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The remainder of this paper is concerned with how a typical television 
viewer perceives, subjectively, different levels of bit error noise and how 
the subject matter affects these percept ions. Part 2 of the paper is con- 
cerned with the development of a satisfactory model that adequately 
characterizes responses of human observers in a quantitative form. Part 
3 describes an experiment based on the model proposed in Part 2, and 
Part 4 summarizes the results of the experiment and suggests possible 
interpretations of the outcome. Part 5 presents conclusions and discusses 
the limitations imposed by time and equipment as well as those due to 
the experimental method chosen. 

2. Available Models 

The problems associated with subjective evaluation of picture quality 
are in many ways identical to those encountered when speech quality 
is subjectively evaluated. For this reason, it would appear that many of 
the methods used for speech quality evaluation might also be applied 
to television picture quality. 

Methods for measuring speech quality can be divided into several 
distinguishable groups,5 the two major classifications being "analytic" 
and "utilitarian." Analytic methods attempt to analyze speech quality 
with the intention of determining its psychological components; they 
commonly use factor analyses of similarity and preference data, as well 
as other types of multivariate techniques. Utilitarian methods attempt 
to determine a measure of speech quality that is suitable for the evalu- 
at ion of speech transmission systems; these methods normally lead to 
unidimensional solutions and include pair -comparison procedures. 

An IEEE report' on recommended practice has found that the utili- 
tarian methods appear to be best suited for engineering studies. It rec- 
ommends three approaches for speech -quality measurements: (a) the 
isopreference method; (b) the relative preference method; and (c) the 
category -judgment method. In the isopreference method, a test signal 
is compared directly with a reference signal for different levels of deg- 
radation, and an isopreference level of the test signal is determined to 
he the impairment level (usually the signal-to-noise ratio) of that ref- 
erence signal at which the preference votes of an observer group are 
equally divided. From many comparisons, psychometric curves that give 
the percentage of judgments preferring the reference signal over the test 
signal for different levels of impairment can he constructed, and these 
may he used to obtain sets of isopreference curves. References 161 and 
171 make use of this method. A modified version of the isopreference 
method has been used in a few studies.8-10 In this procedure the ob- 
servers are asked to specifically adjust the impairment level of the test 
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signal (which in these studies is a television picture) until it cannot be 
distinguished from the reference picture in terms of its interfering effect. 
Isopreference curves may be obtained directly from these experi- 
ments. 

In the relative preference method the quality of the test signal is placed 
(using preference testing) on a unidimensional continuum that has the 
properties of an equal -interval scale. This is sometimes called a standard 
unit variance scale of esthetic acceptability. The scale is defined by 
several reference signals, which are generally chosen to spread ap- 
proximately evenly across the scale. The reference and test signals are 
scaled by considering how often each is preferred to the others. This 
method is employed in Reference 1111. 

The category -judgment method requires observers to relate the test 
signal to some subjective standard of quality. A set of categories bearing 
descriptions such as "good" or "objectionable" are presented to the 
observer, and he is asked to place the test signal in one of these categories. 
The result of this technique is that the test signals are defined on this 
standard scale. This method is currently the most widely used,'12-' 7 and 
it can be used in conjunction with other methods to help anchor test 
results to more familiar measures of quality. 

It seems reasonable to extend these methods to television, as many 
of these studies have done. Each of the methods has advantages and 
disadvantages. Looking first at the isopreference method, it would ap- 
pear to be the simplest in terms of experimental method and data re- 
duction. One need simply make a sufficient number of comparisons to 
allow the construct ion of psychometric curves. The modified version of 
this method only requires that the observer try to match two signals. 
Unfortunately, both versions have drawbacks in that they must be an- 
chored to reference signals to be very meaningful, and they give results 
in terms of isopreference curves from which it is not always easy to obtain 
useful conclusions. In addition, the modified version also suffers because 
each observer must be tested separately, and this is time consuming; 
furthermore, this version requires that the test signals and reference 
signals be very similar so that the observer will have little trouble in 
deciding when two signals are equally interfering. 

The category -judgment method gives the most aesthetically pleasing 
output. The major problems with this method are that it requires the 
largest number of observers (particularly in regard to memory) and it 
also may be influenced by the set of signals that is judged.4 

The relative preference method is experimentally similar to the un- 
modified version of' the isopreference method; i.e., it does not demand 
too much of the observers. While the output is more meaningful in its 
own right, the data reduction is somewhat more complicated, and there 

RCA Review Vol. 37 September 1976 323 



is some sensitivity to the amounts of degradation in the reference signals 

(if the results are to be anchored with these reference signals).4 
In light of the above considerations the author has chosen the relative 

preference method whose results, if the reader wishes, may he anchored 
by a category -judgment experiment, which was performed by Panel 6 

of the Television Allocations Study Organization (TASO) in 

1958.12-14 

2.1 The Model 

The relative preference method is derived from Louis L. Thurstone's 
Law of Comparative .ludgment.18 The law assumes that inter -individual 
differences in preference response distribute essentially normally on a 

unidimensional equal -interval scale." Briefly, the law specifies the 
following model.* For any stimulus X1 in a judgmental experiment, there 
is an associated "discriminal process" that can he represented as a ran- 
dom variable uj, composed of a fixed component µj common to all ob- 
servers and a random component ej, i.e., 

Uj=µj+ej. [1] 

The process above is hypothetical-we cannot measure it directly. We 
can, however, measure the difference between discriminal processes by 
comparison of stimuli. For any two stimuli Xn and Xb, the associated 
discriminal processes vn and vb, whose probability densities are por- 
trayed in Fig. la, are 

and 

Va = µa + ea, 12a] 

th=µb+eb. I?h] 

These distributions have means µa and Pb, variances aa2 and ab2, and 
correlation pal,. For the moment the distributions are assumed to be 
normal. This is not a necessary restriction on the procedure, and another 
possible distribution will be discussed shortly. The response of observer 
i is assumed to be the following: 

(A) X0 > XI, when (vai - Vhf) > 0, 

Thurstone actually described several cases of his model. The one developed here is basically Case 
II, which characterizes discriminal process variation over a population rather than over repeated trials 
with one individual, which is Case I. Cases III -V make assumptions about the similarity in type of stimuli 
which need to be made later in this work.28 
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or 

(B) Xh > Xa when (ua; - uhr) < 0, 

(Xa = Xb is not permitted). 

The model can therefore he expressed by defining a "discriminal dif- 
ference" of the form 

Vab = va - Vb = (Na - l-fb) + (ea - eb) 
= µab + eah. 

Va 

a µb 
(al 

vab 

P(Xb>Xa) / P(Xa>Xp) 

° µab 

(b) 

Fig. 1-(a) Marginal probability densities of va and vb and (b) probability density of vab. 

131 

The probability density of vab is shown in Fig. lb. It has a mean µab = 
µa - Pb and a variance crab = aa2 + ab2 - 2pabaaah* When ua and vb 
are assumed to be normally distributed, then vab is also, and the prob- 
ability of Xa being judged greater than Xh is 

Pan= = 
f rm exp [ 1 ¡y µaby1 

[4] 
crab JO L 2 \ (Tab J 

For notational convenience, it helps to introduce the change of vari- 
able 

z= -uah 
(Tab 

The standard deviation eab corresponds to the error component of random variable vat,. In contrast 
to Nat,, which tells how similar two stimuli are in terms of quality, crab gives an indication of how similar 
two stimuli are in terms of the type of impairment; i.e., it implies the level of difficulty in choosing which 
stimulus is of higher quality due to the dissimilar characters of the stimuli. 
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so now we have 

1 ''an = exp (- - z2) 
dz. 151 

v 27rf-mobi.ob 

Eq. 151 is the integral of the unit normal density function with the 
argument µah/aan. For the sake of generality, we can express the above 
equation as 

f'ah = cl>(µanlaan) 161 

Eq. (6) is referred to as the "response function" and "rib is frequently 
called the "response probability." The response function transforms the 
parameters of the model (µ and (i) to the expected proportion of times 
that stimulus Xa is chosen over stimulus Xb. 

Up to this point, we have concentrated exclusively on the judgmental 
model without making any attempt to relate the psychological variate 
of the model blab to the characteristic(s) of the stimuli that interest us 
(such as quality). We must now hypothesize a "psychophysical model" 
that relates the two. In 'I'hurstone's original pape,.,'8 he introduces pa- 
rameters as and ah, called "affective values," which represent the 
characteristic of the objects participating in a single pairing. He then 
proposes the relationship 

¡¡ 

Pab = Mac')- [(ab), 171 

where the terms on the right are single -valued functions of the affec- 
tive values. This relation is used to find the affective values given the 
means. Eqs. 161 and 171 together constitute a statement of the law of 
comparative judgment. 

Once armed with the above relationships, we are finally prepared to 
tackle the fundamental problem of estimating the affective values and 
the discriminal dispersions, given the set of observed proportions 
(preferences) Pab, which are obtained through the experimental method 
of paired comparisons. Before proceeding, however, it is useful to reflect 
on several points. First, since the ratio Pahlaah is invariant with changes 
in the unit of measurement for the discriminal processes, the model gives 
us the freedom of choosing that unit arbitrarily. One of the most con- 
venient ways of doing this is to assign aab = I for some particular value 
of a and of b. In addition to this degree of freedom, the model allows us 
to choose the origin for the affective values; this is an even simpler 
matter, and it is handled by arbitrarily assigning some value to one of 
the affective values. 

Another point to remember is that although the integral of the unit 
normal density function is usually used as the response function,18 21 

many of her functions may be implemented, provided the one chosen is 
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differentiable as many times as is necessary in a particular applica- 
tion.2'.22 The choice of response function depends on several factors. 
Among the most important are the estimation criterion used (i.e., the 
function that is being minimized or maximized), the goodness -of -fit to 
the data (i.e., the closeness with which the estimated parameters can 
predict the originally observed proportions), and physical interpreta- 
bility (i.e., the likelihood of the response function corresponding to some 
actual physical process). In the present case, two response functions were 
investigated-the standard unit normal density function and the logistic 
function. 

The logistic response function takes the form 

Pub = 1 sech2 dz. 
Patinan 2 

It is similar to the standard normal response funct ion, but it is derived 
from the following model (Bradley-Terry-Luce Model).2' Assume that 
the discriminal processes have an actual positive physical intensity, and 
that the observer responds as follows: 

(A)Xa>Xbwhen 1>1, 
Vb 

(H) Xh > Xa when ° < 1. 
Vb 

If ua and ub are random variables with medians ma and nib (which cor- 
respond to affective values), then the probability that Xa will he judged 
greater than Xb approaches zero as mb increases without limit for fixed 
ma. If ma = mb, the probability is one-half. When ma increases without 
limit for fixed mh, the probability approaches one. A simple function 
which has the above properties is 

m /nib 
I,(Xa > 

Xb) 
1 + (m/mb) 

Because it is not convenient to express the ratio ma/mb by the psycho - 
physical model of Eq. 171 directly (the ratio may not be assigned a positive 
value by this equation), an exponential reparameterization of the simple 
function above is performed, yielding 

exp(Mab) - 
"(lbI + exp(Nh) 

When Tab is assigned the value "one," then the logistic response func- 
tion reduces to the simple ratio above. Logistic deviates can be obtained 
by an inverse transformation, and these may he used in much the same 
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way as normal deviates. As it happens, the logistic and normal response 

functions are very similar and yield similar results in parameter esti- 
mation schemes. 

As a final point, the reader may have noticed a possible flaw in the 
preceding development. Isn't the above model vulnerable to effects 

caused by the observers' criteria for choosing one stimulus over another? 

As it turns out (see Appendix 1), the method of paired comparisons (in 
which all reasonable comparisons between stimuli are investigated) ís 

a forced -choice procedure, which means that the results obtained from 
it will be independent of the observers' criteria.25 

2.2 The Estimation Procedure 

The problem of parameter estimation can he attacked with any one of 
a variety of methods; among the most popular are the least -squares so- 

lutions and the maximum -likelihood solution. 
The classic principle of least squares21 is that estimates of the pa- 

rameters of a model should he chosen so as to minimize an appropriate 
linear function of squared residual elements. I)ue to statistical consid- 
erations, it is usually necessary that this function he a formal good- 
ness -of -fit criterion whose sampling distribution is known; the most 
popular least -squares solution is called the "minimum normit x2" (Ur - 
ban's solution). It is not necessary to give a formal derivation here (for 
the interested reader, a detailed formulation may be found in Bock and 

Jones`''). In brief, since we assume the inverse transform of the observed 
proportions 

.yab = '(I'al') 

to be a random variable of the form 

)ab = f(aa) - f((vh) + tab, [81 

where tab is the random sampling error, then 

(,) - NabWah IYah - f(lla) + f(nb)I2 191 
a<b 

is distributed as x2 in the limit. Here, Nab is the number of observers 
who make the comparison, and Wah is the weighting value for that 
comparison. The fundamental aim of the minimum normit x2 solution 
is to estimate the affective values of the stimuli by minimizing the 
right-hand expression in Eq. 191 with respect to the variation of the pa- 

rameter values, i.e., by adjusting the affective values until the minimum 
squared error is obtained. This least -squares estimation criterion was 

not used in this work primarily because it does not easily lend itself to 

1 
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the determination of confidence intervals on the affective value esti- 
mates. 

'i'he maximum -likelihood solution, unlike the least -squares solution, 
allows one to obtain confidence intervals with little extra computation; 
for this reason, it was chosen over the minimum normit X2 as the esti- 
mation criterion for the data analysis in this study. The principle of 
maximum likelihood can be explained as follows.2'26 The likelihood 
function is defined as the joint frequency distribution function of the 
set of randomly sampled observations Pan obtained from the experiment; 
i.e., it gives the probability of obtaining any particular matrix of observed 
proportions. The data from a paired -comparison experiment may be 
summarized as the number of times that Xa is judged greater than Xb 
for the ordered pair (Xa,Xh). If Nab observers make this comparison, 
then this number is 

N``a_b 

tab - L Sabi, 
i=1 

[lo] 

where the response score saki is the value "one" if observer i judged 
stimulus Xa greater than stimulus Xb and "zero" if he did not. Note that 
¡'ab = rablNab. If we now assume* that the judgments made by the ob- 
servers are independent (within, and between, individuals) and that the 
spat ial and temporal order of the stimuli have no effect on the judgments, 
then we may determine from the binomial probability mass function the 
a priori probability that the sum of the response scores takes the value 
rah for any one pair of stimuli: 

Prob(rab) = Nab. Pabrab(1 - Pab)(Nab-rab) 11 11 

rah!(Nab - rab). 

Remember that Pan is the actual, not observed, response probability. 
Still assuming independence, we can now determine the joint frequency 
distribution function of the set (matrix) of experimental observations 
(the likelihood function) to he simply the product of the a priori 
probabilities of the ordered pairs; 

Prob(alI r's) = L 

= ¡I 
Nab! 

Pabrab(l - PabÍ(Nab-rab). 1121 
u<b rab(Nab - rab) 

The likelihood function L is regarded as a function of the Pan's, with 
the r's given by the experiment. The maximum -likelihood solution is 

' The assumptions in this procedure are reasonable so long as precautions are taken to ensure that 
the "identity" of each stimulus is withheld from the observers and that the order of presentation within, 
and between, pairs of stimuli is counterbalanced. Also implicitly assumed in the maximum likelihood 
procedure is that the psychophysical model chosen is correct; this is a standard assumption in most 
methods of parameter estimation. 
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obtained by maximizing Eq. [ 121 with respect to Pub; but since the pa- 
rameters of the model (see Eqs. 16) and 171) determine the response 
probabilities, this is actually equivalent to finding the maximum -like- 
lihood estimators for the affective values and the discriminal disper- 
sions. 

As an example of the way a solution is obtained according to the above 
procedure, we shall look at a hypothetical set of data given in the matrix 
P of Fig. 2(a). For simplicity we shall assume Thurstone's Case V as- 
sumptions hold (all discriminal dispersions are equal). Given each Pab, 
we can write the matrix of response scores rab, which is shown in Fig. 2(b). 

ti 

p 

pah 
Stimulus b 

1 2 3 

1 

N 
0.5 0.7 0.8 

2 
E 

0.3 0.5 0.6 

" 3 0.2 0.4 0.5 

a) 

{Nab 10) 

rab 

Stimulus b 

1. 2 3 

q 
1 

VI J 
"5 2 
E 

v 3 

5 7 8 

3 5 6 

2 4 5 

(b) 

Fig. 2-Hypothetical data: (a) matrix of observed proportions and (b) matrix of response 
scores. 

Although we will not perform a maximization of the likelihood function 
here. we can choose some trial response probabilities and observe how 
the likelihood function behaves. If, for example, we let P12 = 0.6 and P23 
= 0.55, then. if N12 and N93 both equal ten, the likelihood function has 
the value 0.016. If, on the other hand, we let P12 = 0.7 and P23 = 0.55, 
then L has the value 0.019. Now, for ideal data tinder Case V assumptions 
(into which category this falls), the best estimate of Pab is clearly Pab, 
so if we let P12 = 0.7 and P93 = 0.8. then L has its maximum value of 
0.080, and we have found the maximum -likelihood estimates of P12 and 
PL1. From Eq. [61 we can determine µ12 and µ23; if we assume a normal 
response function, then µ 12 = 0.52 and µ23 = 0.84 (the unit normal de- 
viates of P12 and P23), also assuming that 019 = 023 = 1. To get the af- 
fect ive values, we assume an origin such as of = 10 and we also assume 
a unit by. say, letting at - a2 = 2; by scaling everything accordingly, we 
find that ái = l0,á2=8 and á3=4.8. 

Arbuckle and Nugent22 describe a method for maximizing the function 
L in the presence of nonideal data and "missing data" (where Nab = 0). 
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Basically, it depends on numerical descent procedures, such as the 
method of steepest descent, the method of conjugate gradients, the 
Fletcher and Powell adaptation of the variable metric -method, and the 
Newton-Raphson method. For these methods it is sufficient to find the 
function value and its first- and second -order derivatives. 

In addition to the parameter estimates, the maximum -likelihood 
procedure also provides limiting variances of these estimates (from which 
confidence intervals may be obtained). The limiting variances are given 
by the diagonal elements of the expected value of the negative inverse 
of the matrix of second derivatives, whose ab entry is given by 

u 22 log L) I 

btiaa% 

Because maximum -likelihood estimators are asymptotically normally 
distributed, a large -sample 95% confidence region, say, could be deter- 
mined by 

- 1.96 < cr, < iY, + 1.96 , 1141 

where caa is the ath diagonal element of the above matrix and ¿x, is the 
maximum -likelihood estimate of the single parameter <x . 

The entire maximum -likelihood procedure described above has been 
implemented in a FORTRAN IV computer program developed by Ar- 
buckle and Nugent27 and revised by the author to run on a VM/370 
(IBM) computer facility under the control of a time-sharing system. This 
program provides a measure of goodness -of -fit in the form of a likelihood 
ratio chi-square, which gives an idea of how closely the estimated pa- 
rameters can predict the observed data when fed back into the model. 
This was employed to check the validity of the underlying model.` 

Having developed an adequate model and the analytical procedures 
for using it, we are now prepared to turn to the experimental aspects of 
the study, where analog television pictures impaired with Gaussian white 
noise were compared with PCM television pictures impaired with known 
levels of bit error noise. The experiments, employing the method of 
paired comparisons, yield the response probabilities Pab, which may be 
used as input for the model described in this section. The results of the 
analysis will enable us to relate bit error noise levels to levels of band - 
limited Gaussian white noise, whose approximate subjective effects have 
been revealed by studies such as that of TASO. 

cab =El 113] 

Although the maximum -likelihood method is capable of handling response probabilities of zero and 
one, these values were not retained in this analysis since it then becomes impossible to obtain a likelihood 
ratio chi-square to check for goodness -of -fit. In the present instance, trese response probabilities were 
simply not Included, I.e., they were considered to be missing data. 
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3. The Subjective Tests 

The subjective testing was performed over a period of three days in 
December 1974. The observers were volunteers from RCA Laboratories, 
Princeton, N.J., and included two major groups: (1) clerks, secretaries, 
patent attorneys, maintenance personnel, and technical people from 
areas other than television and communication, sho were classed as 
"non -experts," and (2) people active in image processing and the tech- 
nical evaluation of television images, who were classed as "experts." No 
screening of the non -experts was carried out, since the aim was to make 
this group a somewhat representative random sample of the televi- 
sion -viewing public. Each group was tested and analyzed separately. 

3.1 Experimental Procedure 

Five people participated at one time for a twenty -minute test period, 
including a one -minute introduction. Each group of observers was briefly 
told that they would be shown pairs of television pictures (on two side - 
by -side receivers) and that they should indicate on the forms provided 
which of the two pictures they thought was "better," i.e., which one they 
would prefer to watch. The choice of "equally preferred" was not allowed. 
All observers were allowed to view each pair for ten seconds, and then 
they were provided with ten seconds to write down their choice of the 
most preferred picture. 

Two different slides were used. One, referred to as "couch," was a 
picture of a woman standing behind a sofa in a darkened room having 
little contrast or detail. The other, referred to as "straw," was a much 
more detailed picture of a women's face in a background of straw. Each 
picture was shown twenty-seven times to every group of observers, each 
time with a different combination of analog and digital noise imposed 
on the images. Thus, each observer made fifty-four decisions in about 
twenty minutes. Counterbalancing was effected by randomly changing 
the temporal order in which the pairs of stimuli were shown and also on 
which receiver they appeared. 

The room that was selected had been modified to serve as a general 
purpose subjective testing area. Fluorescent lighting was replaced with 
incandescent lamps which could be selected in various combinations to 
provide several different lighting conditions. Drapes were used gener- 
ously to hide instrumentation and other visual distractions. The room 
was linked by video cable and telephone with the Laboratory's television 
studio to facilitate smooth operation of the experiment. The room illu- 
mination was measured as three foot -lamberts at the front -center ob- 
server's position (see the layout in Fig. 3), while the screen highlight 
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brightness was maintained at about fifty foot -lamberts. 
The experiment was controlled from the far left side of the room by 

means of three control boxes (described in more detail in the next sec- 
tion). One of these was a switching box.that allowed the instantaneous 
selection of three out of four possible combinations of stimulus types: 

34 FROM 
SCREEN 
CENTERS 
TO FLOOR 

SCREEN VIEWING 
AREA: 
153/4 N x 21"W 

r-> 
CHAIR SEATS 
17"FROM FLOOR 

I 

f 100w L FLOOR 
LAMP 

Fig. 3-Room layout for experiments. 

75 W SPOT LAMPS 
AIMED AT 
CEILING 

84" 

120" 

24" 

100W 
I FLOOR 

LAMP 

(I) analog/analog, (2) digital/analog, (3) analog/digital, and (4) a 
black -out position. Digital/digital combinations were not shown since 
the method of paired comparisons allows for incomplete designs (within 
bounds), and the extra data is not needed in this instance. 

The other controls were a threshold selector, which enables the in- 
stantaneous selection of all combinations of nine preselected hit error 

RCA Review Vol. 37 September 1976 333 



rates on the eight parallel channels of the PCM system and the selection 
of a "no errors" position, and a two -channel five -position attenuator used 
for the selection of five preselected signal-to-noise ratios in the analog 
signal circuits. 

During the experiments the comparisons were identified by number 
when first displayed on the screens. This number was also located on the 
questionnaire that each observer had been given. Records were main- 
tained on the order of presentation of the pairs for purposes of tallying 
the results. At the conclusion of the subjective testing experiments, 
sixty-eight non -experts and twenty experts had participated. The results 
are described in Part 4; the equipment used in the tests is described 
below. 

VIDEO 
FROM 
STUDIO 

ANALOG 
SYSTEMS 

DIFFERENTIAL WAVEFORM 
AMPLIFIER MONITOR 

DIGITAL 
SYSTEM 

Fig. 4-Block diagram of equipment layout. 

3.2 The Two Television Systems 

1SWITCHING 

CONTROL 

-0 

F 

RCA LYCEUM 
TV'S - 

RECEIVER A. - 

RECEIVER a. 

The analog and digital television systems are similar in several respects. 
Both employ processing equipment that operates on a video composite 
signal (includes sync as well as video) containing frequencies in the range 
of zero to about 4.5 MHz. The composite signal was generated by an RCA 
slide projector/television camera system; this can produce motionless 
television images with a nominal picture -to -noise ratio (PNR)* of 45 
dB. 

Preceding the equipment is a specially designed differential amplifier 
(see Fig. 4) that effectively removes residual hum and noise that might 

The picture -to -noise ratio is equal to peak video divided by rms noise, where the peak video is defined 
as the voltage difference between the highest white level and the video blanking level (nominally 0.714 
peak volts), and the rms noise voltage is the unweighted rms value of the Gaussian white noise signal. 
Although this is a popular way of measuring the signal-to-noise ratio of a composite video signal, it is 
not the only measure. To convert from the PNR to a TASO signal-to-noise ratio, for example, it has been 
shown by Gibson29 and Beakley35 that for the system used in this experimental setup, approximately 
4.6 dB is added to the PNR. Conversion from a PNR to other measures of signal-to-noise ratio, such 
as CCIR weighted SNR, require other adjustment factors which have been determined. 
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be picked up in the video signal distribution system. The output of this 
amplifier is then driven to the two separate television systems. 

The conventional analog television system (see Fig. 5) consists of a 
distribution amplifier (DA) with two isolated low -impedance outputs, 
each of which is connected to a 4.2 MHz active low-pass filter followed 
by another distribution amplifier. The noise contribution of this basic 
system is negligible. Two individually controllable noise signals are added 
by feeding the output of a 20 Hz - 20 MHz random noise generator 
through a dual -output DA, with each output connected through a spe- 
cially built step-attenuator to an isolating DA. These DA outputs are 
summed, through a suitable resistor, with the corresponding video signal. 
All video signal levels are maintained at 1.0 volt peak -to -peak and are 
measured with a waveform monitor and a true -reading rms voltmet- 
er. 

INPUT 
FROM 
SPECIAL 
DIFFERENTIAL 
AMPLIFIER 

Fig. 5-Dual analog television system block diagram. 

OUTPUTS 
TO SWITCHING 
CONTROL 

The basic PCM television system (shown in Fig. 6) is an eight -bit 
parallel channel pulse -code modulation communications link running 
at a sampling rate of 10.738635 MHz (three times the color subcarrier 
frequency). It consists of a 4.5 -MHz active low-pass filter, followed by 
a I)A that drives an eight -bit parallel analog -to -digital (A/D) converter 
to produce the (TTI, compatible) PCM communication lines. The clock 
signal for the A/D converter is generated by a 3.579545 -MHz crystal 
oscillator that can be optionally synchronized with the color burst in the 
video composite signal by a phase -locked loop circuit (the clock was kept 
synchronized with the color -burst signal in the subjective tests). This 
timing signal is finally tripled using a frequency -multiplier circuit, 
yielding the clock signal. 
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At the receiving end of the eight -channel PCM link is an eight -bit 
parallel digital -to -analog (I)/A) converter whose analog output is fed 

to another 4.5 -MHz active low-pass filter to eliminate spurious compo- 
nents from the recovered signal. The filtered signal is then passed 

through a multiple -output I)A, which serves as the output driver for the 
digital system, both to a television monitor and to a waveform moni- 
tor. 

Several methods of bit error generation were explored. Of particular 
interest were those that make use of pseudorandom sequences, as pro- 
duced by a shift register with modulo two feedback.3O-32 The main ad- 
vantages of this type of system are its ability to repeat exactly, its sta- 

4.5 MHz 
FILTER 

DA 

INPUT FROM SPECIAL 
DIFFERENTIAL 
AMPLIFIER 

EIGHT -CHANNEL 
PCM LINK 

A/D ERROR D /A 

CONVERTER GENERATOR « CONVERTER 

PLL 
a 
MULTIPLIER 

3.5e MHz 
OSC 

ISOLATED COLOR 
SUB -CARRIER (FROM INCOMING VIDEO) 

Fig. 6-PCM digital television system block diagram. 

OUTPUT 
TO 
SWITCHING 
CONTROL 

WAVEFORM 
MONITOR 

tistical distribution, and its spectral characteristics. Unfortunately, this 
approach is not very practical in the present instance because it requires 
that the shift register be completely cleared (i.e., shifted over as many 
times as the number of stages in the register) between each data -sam- 
pling interval to ensure that the resulting error streams are uncorrelated. 
At sampling rates of around 10 MHz, this implies shifting speeds of over 

200 MHz if one register is to he used, or a prohibitively large number of 
shift registers if parallel generation is attempted. 

A cheaper, yet quite satisfactory approach, implemented in the final 
system. employs emitter -coupled logic (ECL) gates and three random - 
noise generators of the type used in the analog television system. A block 
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diagram of this error -generation system is shown in Fig. 7. 

First, all of the TTI, signals from the A/D converter are translated to 
ECI, levels; these include the eight output data lines and a delayed 
version of the clock signal. The error stream for each of the eight channels 
is derived by feeding the output of a random -noise generator with a fixed 
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A0. 
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Fig. 7-Block diagram of error generator. 

DATA 
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TO 
D/A 

ro 
I OF ! 
)ECODER 

do component to one side of a high-speed voltage comparator, while 
setting up a variable de threshold voltage on the other comparator input. 
This comparator is made up of two cascaded ECI, line receivers (dif- 
ferential amplifiers) and a Schmitt trigger circuit. The above process 
effectively converts the Gaussian noise to binary noise having the same 
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spectral characteristics. The percentage of time that the binary signal 
is in the "high" state is dependent on the amount of time that the dif- 
ference between the random -noise signal and the adjustable threshold 
voltage is positive, which in turn is related to the difference between the 
do component of the random noise (fixed) and the dc threshold voltage 
(variable). 

The binary noise is next passed through several sample -and -hold 
circuits (I) -type flip-flops) whose purpose is to generate three error 
streams from the original binary noise signal. This is accomplished by 
sampling three times during each sampling interval of the A/D converter 
(sample -and -hold circuits 1, 2, and 3 in Fig. 7). Since the three samples 
are spread equally over the 93 -nanosecond data -sampling interval, three 
nearly uncorrelated error streams are produced (see Appendix 2 for a 

discussion of the correlation within, and between, the three error 
streams). Sample -and -hold circuits 4 and 5 are used to delay two of the 
error streams so that they line up exactly with the hit streams of the PCM 
data link. (The third error stream is already lined up.) The clocks for the 
sample -and -hold circuits are derived from the translated version of the 
A/D converter clock signal by using a pair of monostables to produce two 
differently delayed versions of the translated clock (timing generator). 
The above set of circuits is repeated twice so that a possible nine error 
streams can be generated-in the actual system, one error stream is not 
used so only eight are actually derived by the above procedure. 

The outputs of the sample -and -hold circuits are finally combined with 
the ECI, versions of the eight -bit video data streams by employing a bank 
of eight EXCLUSIVE -OR gates; this means that whenever an error 
stream is in the "high" state, the corresponding data bit will he in error 
(i.e., inverted). The error -filled data lines are translated back to TTI, 
levels, and then they continue on to the D/A converter. 

The error rates are monitored by a frequency counter (not shown), 
as explained previously, after being passed through a one -out -of -eight 
multiplexer (also not shown). 

4. Experimental Results 

The data obtained from the experiments takes he form of a proportion 
matrix P, which gives the observed proportion of times P¡; that stimulus 
j (column) was judged greater in picture quality than stimulus i (row). 
The four proportion matrices are shown in Figs. 8(a) -(d). Stimuli one 
through ten are, respectively, 45 dB, 10-7 error/hit, 10-6 error/bit, 10-5 
error/bit, 38 dB, 35 dR, 10-4 error/bit, 31 dB, 23 dB, and 10-3 error/bit. 
(For the digital stimuli, the error rates were equal on all eight hits.) The 
blanks indicate missing data-either comparisons not made or propor- 
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Inc 

Stimulus j 

1 2 3 4 5 6 7 8 9 10 

.50000 .51471 .38235 .30882 .16176 .04412 .11765 

2 .48529 .50000 --- .20588 .04412 

3 .61765 .50000 .33824 

4 .69118 .50000 .48529 .27941 .05882 

É .83824 .79412 .66176 .51471 .50000 .13235 .22059 

6 .95588 .95588 .72059 .86765 .50000 .39706 .04412 .04412 .07353 

.88235 .77941 .60294 .50000 .26471 .10294 --- 

8 .94118 .95588 .73529 .50000 .16176 

9 .95588 .89706 --- .50000 .36765 

10 .92647 --- .83824 .63235 .50000 

Fig. 8(a) -Observed proportions P,; for non -experts, couch picture (N,; = 68). 

Ins 

stimulus j 

1 2 3 4 5 6 1 8 9 10 

.50000 .49254 .38806 .32836 .19403 .11940 .19403 

2 .50746 .50000 .22388 .08955 

3 .61194 .50000 --- .26866 .07463 

4 .67164 .50000 .50746 .16418 

5 .80597 .77612 .73134 .49254 .50000 .14925 .16418 --- --- --- 

É 
6 .88060 .91045 .92537 .83582 .85075 .50000 .46269 --- --- .04478 

7 .80597 --- .83582 .53731 .50000 .22388 .07463 --- 

8 --- --- --- --- --- .77612 .50000 .14925 .20836 

9 --- --- --- --- .92537 .85075 .50000 .46269 

10 --- --- .95522 --- .79104 .53731 .50000 

Fig. 8(b) -Observed proportions P,; for non -experts, straw picture (N¡; = 67). 
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lec 
stimulus j 

1 2 3 4 5 6 7 8 9 10 

.50000 .40000 .10000 

2 .60000 .50000 

3 .90000 --- .50000 .10000 

4 --- .50000 .70000 .25000 .05000 

5 .90000 .30000 .50000 

6 .75000 .50000 .10000 

7 .90000 .50000 .30000 .05000 

8 .70000 .50000 .10000 

9 .95000 .95000 .50000 .30000 

10 .90000 .70000 .50000 

Fig. 8(c) -Observed proportions /Sr for experts, couch picture (N1, = 20). 

les 

stimulus j 

2 3 4 5 6 7 8 9 10 

.50000 .52632 .21053 .05263 .05263 

2 .47368 .50000 

3 .78947 .50000 .05263 

4 .94737 .50000 .57895 .26316 

5 .94737 .42105 .50000 .05263 

6 .73684 .50000 .36342 .05263 

7 .94737 .94737 .63158 .50000 .31579 

8 --- .68421 .50000 .10526 

9 .94737 .50000 .63158 

10 .89474 .36842 .50000 

Fig. 8(d) -Observed proportions F3j, for experts, straw picture (Alp = 19). 

.1 
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tions of zero or one (see footnote on p. 331). Notice that the notation for 

the rows and columns is the reverse of that which is normally seen, i.e., 

the matrix is transposed about the negative diagonal. This is done solely 
because of the computer program used. 

A maximum -likelihood analysis was performed using the data in the 
proportion matrices. In the nonexpert category, there were 68 people 
participating for the couch picture and 67 people participating for the 
straw picture. The logistic response function was chosen over the normal 
response function as it appeared to yield parameters that could predict 
the observed proportions more closely. An assumption was made that 
all discriminal dispersions of analog stimuli are equal and all discriminal 
dispersions of digital stimuli are equal.* The first and tenth stimuli were 

fixed at the values "ten" and "one," respectively. Figs. 9 and 10 show the 
affective values plotted against the stimuli values for the analog and 
digital stimuli, which were kept separated, for the non -experts. The error 
bars represent 90% confidence intervals. For the couch picture the chi- 
square valuer is 9.464 with 12 degrees of freedom (P = 0.663), while for 
the st raw picture the chi-square value is 16.788 with 11 degrees of free- 
dom (P = 0.114). 

In the expert category, there were 20 people participating for the couch 
picture and 19 people participating for the straw picture. The logistic 
function was again used for the same reason as above. A different as- 
sumption was made in this case about the similarity of the types of 

stimuli; here, it was assumed that all of the discriminal dispersions must 
he equal to one value.t The first and tenth stimuli were again fixed at 
the same values as above. Figs. I1 and 12 show the affective values 
plotted against the stimuli values for the experts; again, the error bars 
represent 90% confidence intervals. For the couch picture the chi-square 
value is 3.279 with two degrees of freedom (P = 0.194) while for the straw 
picture the chi-square value is 5.474 with 4 degrees of freedom (P = 

0.242). 

' This amounts to a partial Thurstone's Case III assumption where, instead of assuming that all áspersions 
can be different from each other, one assumes that only analog and digital dispersions can differ. Ba- 

sically, one is assuming that all analog stimuli are similar to each other in type of impairment and that 

all digital stimuli are similar to each other, also. This set of assumptions gave the best goodness -of -fit 
in this case, while still leaving enough degrees of freedom to use the likelihood ratio test. 

One uses chi-square as a goodness -of .f it criterion often in statistics; usually one is trying to find a 

high chi-square value so as to be able to reject the null hypothesis. Here, however, the opposite is true: 

the experimenter is trying to obtain a low enough chi-square so that the null hypothesis cannot be rejected 

since the object of the analysis is to obtain a good fit to the original data (the P matrix). Guilford states19 

that it is probably good practice to adopt a confidence level of P = 0.01; i.e., anything higher than this 

value indicates that the null hypothesis should not be rejected, and therefore one has a good fit (dis- 

crepancies between observed and predicted proportions can be explained completely by sampling 

errors). 

f This is a Thurstone's Case V assumption where one assumes that all of the stimuli are similar to each 

other in regard to the type of impairment, or at least the ease with which an observer can distinguish 
different levels of impairment. This assumption was the only one which could be made and still leave 

enough degrees of freedom to use the likelihood ratio chi-square test. 
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By comparing the straw and couch graphs for the analog case and then 
the digital case, one may observe the effect that picture content and 
brightness have on the subjective picture quality. The first thing that 
one observes is that the experts and non -experts are almost identical in 
their responses in this respect. For the analog case, the pictures are 
judged to be about equally impaired at high picture -to -noise ratios, while 
at lower I NR's the straw picture is judged to be slightly more impaired 
with a given noise level. For the digital case, on the other hand, the pic- 
tures are judged to be about equally impaired at high bit error rates, while 
at lower rates the straw picture is judged to he slightly less impaired for 
a given error rate. These results appear to contradict some previous re- 
sults obtained by Huang and Chikhaoui,33 where it was found that the 
higher the amount of detail in a picture (which in this case was a 2.5 by 
2.5 inch hard copy of a monochrome CRT display), the more objec- 
tionable the digital noise. Instead, the results obtained in the present 
work would seem to indicate that the hit error noise (which takes the 
form of multi -colored dots) is obscured more easily by a picture con- 
taining lots of detail when there are only a few scattered dots on the 
screen. Also, with regard to analog noise, it appears that at very low 
picture -to -noise ratios the analog noise is more disturbing in a highly 
detailed picture than in a dark, less finely detailed picture probably 
because it tends to blur the detail. 

The graphs discussed in the preceding few paragraphs can be used to 
derive the relationships between the analog and digital types of noise 
by plotting the appropriate analog stimulus value against the digital 
stimulus value which yields the same level of picture quality. The ap- 
proximate relationships for the four cases are shown in Figs. 13 and 14. 

Several relationships may be explored with these graphs. One is the 
comparison between non -experts and experts for each picture. The 
impression received, regardless of which picture was being observed, is 

that the experts judged the bit error noise more harshly than the non - 
experts when the error rate was around 10-4 error/hit. This might be 
explained by considering that experts spend a lot of time judging stan- 
dard analog television pictures in terms of quality; most forms of im- 
pairment in these images would he expected to appear more like that 
of Gaussian white noise than of bit error noise. Thus, these experts may 
have become partially conditioned to seeing analog noise and would 
judge it more lightly than the dot noise of digital errors. 

Another comparison that can be made is that between the two dif- 
ferent pictures for each group of observers. For the non -experts it makes 
little difference at high noise levels which picture is observed, while at 
low noise levels the digital noise impairment is judged worse than analog 
noise impairment on the couch picture by about 2 dB. For the experts, 
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the digital noise impairment is judged worse than the analog noise im- 

pairment on the couch picture by about 1-2 dB at all noise levels. This 
can be partially explained by the same reasoning as before, namely, that 
bit error noise will he more noticeable in a picture with little or no detail, 
while analog noise will become more noticeable in a highly detailed 
picture (at high noise levels only). 

Anot her observation that can be made concerns the general shape of 
the graphs. The graphs for the non -experts show definite tendencies 
towards saturation, both at high and low error rates, while the graphs 
for the experts do not show the same trends. This may be due to the low 

number of observers in the latter case, which could increase the uncer- 
tainty in the extreme regions to the point where the trends might appear 
to reverse even if, in reality, they have not. This could only be confirmed 
by using more observers who, in this instance, were not available. 

Finally, as was suggested in Sec. 1, the reader may wish to compare 
the results of this experiment with those of the TASO experiments. If 
one takes into account the 4.6 dB correction factor, then the error rates 
may be interpreted in terms of the TASO standard pictures. The results 
of the random noise interference tests are reproduced from Ref. 1141 in 

Fig. 15 for purposes of comparison. One should exercise caution in this 
type of comparison. The TASO studies were done many years ago, and 
for that reason the experimental conditions could not easily be dupli- 
cated now; therefore, the conversion factor given here may not be entirely 
correct although it is the best estimate possible, given the circum- 
stances. 

5. Conclusions 

This paper has attempted to determine, through the use of subjective 
testing, the way in which human observers perceive different levels of 
bit error noise-both by itself and in relation to analog Gaussian white 
noise. In addition, the effects that subject matter has on these percep- 
tions were investigated. The results may he summed up as follows. 

First, by comparing the results obtained in this study with those from 

the TASO studies, it would appear that a TASO grade 1 picture (PNR 
= 45 dB) is approximately equivalent to a bit error rate of 3 X 10-7 

error/bit; a TASO grade 2 picture (PNR = 31 dB) is approximately 
equivalent to a bit error rate of 3.5 X 10-4 error/bit; and a TASO grade 
:1 picture (SNR = 26 dB) is approximately equivalent to a bit error rate 
of 1.2 X 10-.t error/bit. 

Secondly, I'CM television picture quality is more dependent on the 
brightness level and the amount of detail in the picture than is analog 
picture quality. 
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SUtiJtl: I Ivt trrtl, i 

Finally, apart from the actual experiment performed, the method of 
subjective testing and the analysis procedures used in this work are useful 

and can be applied to other problems of this nature. 
In designing future experiments, it is helpful to keep in mind several 

important points. Of prime importance is that no one method of quality 
evaluation is perfect; all suffer from limitations and inaccuracies. The 
relative preference method, for example, relies on having a large number 
of people making a large number of comparisons; clearly, to be conducted 
effectively, it takes time and energy on the experimenter's part. The 
results from the present work should he studied carefully, for in this case, 

too, there are constraints on time and the test equipment that reduce 
to some degree the accuracy of the results and also their general appli- 
cability to a given situation. 

A second point to remember is that there are many possible estimation 
criteria; though they almost always give similar results, it would be wise 

to check several criteria rather than to rely on any particular one if the 
time and computational aids are available. The same applies to response 
functions; it is wise to explore several different ones and to use some 

criterion such as goodness -of -fit or physical interpretability in deciding 
which one to use. 

Finally, one has to be careful when comparing the results of more than 
one experiment. Differing conditions can make some types of comparison 
totally invalid. Only careful investigation can reveal this, but it is usually 
worth the trouble to check, or at least to warn colleagues of possible 
pitfalls. 

The results described in this paper are clearly not the end of the story 
as far as PCM television picture quality is concerned. There is certainly 
a need for more investigations of this sort. Instead of having equal error 
rates on all bit channels, it would be useful to explore the effects on 
picture quality with combinations such as those which might be found 
in error -correcting systems. Also, the PCM system itself can he improved 
by any number of techniques, such as weighting and companding, and 
these are bound to affect the way the system responds to noise. Finally, 
there are other aspects, aside from bit error noise that should he explored, 
such as quantization noise effects and sampling rate effects. The tech- 
niques described in this paper are in fact useful for a wide variety of 
evaluation applications (keeping in mind that they are useful for uni- 
dimensional problems only). 
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Appendix 1-Independence of Forced -Choice Task from Observer 
Criteria 

In a yes -no task, the observer is presented one of two mutually exclusive 
stimulus alternatives. He responds by selecting one of the two allowable 
response alternatives. Each trial of a yes -no task may he represented 
by a stimulus -response matrix such as that shown in Fig. 16. Stimulus 
alternatives are denoted by s, which indicates that a signal was detected, 

s 

n 

Response Alternative 

S N 

P(Sls) 

HIT 

P(NIs) 

MISS 

P(SIn) 

FALSE ALARM 

P(NIn) 

CORRECT 
REJECTION 

P(Sls) + P(NIs) = 1 

P(SIn) + P(N1n) 1 

Fig. 16-Stimulus-response matrix of a yes -no trial. 

and by n, which indicates the absence of a signal. The responses are 
denoted by S and N. A cell in the stimulus -response matrix represents 
the combination of a stimulus and a response, of which there are four 
possible. Note that the entries in the cells are conditional probabilities, 
e.g., P(N1s) is the probability that a given stimulus events will evoke 
a response N. Since only two numbers can be freely entered in the matrix, 
the matrix has only two degrees of freedom. Conditional probabilities 
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are used so that the number of times that an alternative is presented does 
not overtly affect the data and mask the observer's behavior, which is 

our main concern. 
Because there are only two degrees of freedom in the stimulus-re- 

sponse matrix, all of the information in the matrix can be represented 
as a point on a two-dimensional graph, which is commonly called the 
"receiver -operating -characteristic" graph, or the ROC graph. A typical 
ROC graph is shown in Fig. 17. To see how this graph is determined, let's 
assume that the estimate of the probability of an observer responding 
S when n was presented was 0.20, and the corresponding estimate of the 
probability of the observer responding S when s was presented was 0.40. 

Fig. 17-An ROC graph. 

This point is plotted as a circle on the ROC graph. Now suppose that the 
observer is induced to change his decision criterion in some way (no 
physical parameter of the stimulus situation is changed in any way). Say, 
for example, that he was indiscriminately rewarded for saying "yes." In 

this case we would expect both coordinate values of the circle to increase; 

i.e., the observer might increase his hit probability P(SIs) from 0.40 to 
0.60, but his false alarm probability P(S I n) would also increase, say, from 

0.20 to 0.40. The resulting new point is denoted by the square in the 
graph. These points can be connected by a smooth curve that represents 
the various modes of observing that the observer might adopt under a 

particular set of fixed stimulus conditions. 
By calculations, which need not be gone into here, it can he determined 

that the percentage of correct responses in a two -alternative forced - 
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choice task (which differs from a yes -no task in that a signal occurs in 
one of two spatial or temporal intervals and the observer is forced to 
choose one of them) is given by the area under the ROC curve. Now, the 
area under the curve provides a convenient and simple index of the de- 
tectability of the signal because no assumption is made about the form 
or character of the underlying observer criteria when calculating the area. 
Hence, the percentage correct estimated for a forced -choice task is not 
dependent on the observer's criteria for choosing one signal over another. 
Since the response probabilities 1'ab fall in this category, they also are 
not dependent on the observer's criteria for choosing stimuli. 

o 
o s Io 

ACTUAL 
NOISE -+ 
SPECTRUM 

WINDOW 
FUNCTION 

15 20 23 25 

FRED (MHz) 

Fig. 18-Spectral density of noise generator output. 

Appendix 2-Discussion of Correlation in Error Streams 

The spectral density of the random noise generators used in the error 
generator is shown in Fig. 18. This spectral density can, for all practical 
purposes, he approximated by the window function, which is superim- 
posed on it. For sampled hand -limited white noise (which is what this 
window function represents), the correlation between samples may be 
found in the following manner.'' 
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Given band -limited white noise (see Fig. 19(a)), the autocorrelation 
function may be found by using the inverse Fourier transform; 

(r) = 1S S(w)eidw [15] 
27r 

1 Speiwr 2,rlW 
Soeiwr dw - 

27r 2ww 27r jr j -2R1v 

Sp e12".7 -e So 

27r 
- 2a 

sin 2aWr 
Jr 

= 2WS0 [sin 2irWr] 
271" WT 

116) 

This function is shown in Fig. 19(b). In the present case, W = 23 MHz 
and So = W. Thus, the peak value of Rx(r) is one and Ih W = 2.17 X 

10-8 Hz -l. For r = 31 ns, which is the time between errors from one 
channel to an adjacent channel being driven by the same noise generator, 

So 

S(w) 

-2rrW 0 

(o) 

2nw 

R.(r) 

2W S0 

2w o 2W 

(b) 

Fig. 19-Bandlimited white noise: (a) spectral density and (b) autocorrelation function. 

R,(r) = -0.217. For r = 62 ns, which is the time between every other 
error, Rx(r) = 0.050. For r = 93 ns, which is the time between errors on 

a single noise channel, Rx(r) = 0.057. This indicates that the errors are 
almost uncorrelated within streams and are slightly correlated with 
certain adjacent error streams, though probably not noticeably. 

The previous discussion points out one more thing. The correlation 
within, and between, error streams can be made increasingly smaller by 

increasing the time between samples, i.e., increasing the delays in the 
sample -and -hold circuits from a fraction of one data sampling interval 
to many intervals. This may be accomplished, with some increase in 
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expense and complexity, by using shift registers to add the desired extra 
amount of delay. The amount of correlation in this case is found exactly 
the same way as above, except that the values of T will be much larger, 
giving much smaller correlations (by putting us further out on the tails 
in Fig. 19(b)). In the present case, it was felt that this was not necessary 
as the correlation did not appear to he perceivable. 
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A1203 as a Radiation -Tolerant CMOS Dielectric* 

K. M. Schlesier, J. M. Shaw, and C. W. Benyon, Jr. 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-Complementary-symmetry MOS circuits with their high noise immunity and low 

power consumption are excellent candidates for many stringent military and 

aerospace applications. However, their sensitivity to high-energy ionizing radiation 

often restricts their use. By employing A1203 as the gate dielectric, CMOS circuits 

that withstand up to 108 rads (Si) of ionizing radiation can be made. AI203 has been 

applied to bulk CMOS circuits with aluminum gates and to CMOS in silicon -on - 

sapphire with both aluminum gates and self -aligned polysilicon gates. In this paper 

the fabrication, characterization, and limitations of AI203 as a gate dielectric are 

presented. We also present an evaluation of A1203 as a radiation -hard dielectric 

as compared to other hardening approaches, which are based on improving the 

standard Si02 gate dielectric. 

1. Introduction 

In the early nineteen sixties it was believed that MOS transistors would 

he inherently "hard" to high-energy radiation since they are majority - 
carrier devices and do not rely on high lifetime for successful operation. 

Lifetime degradation due to neutron bombardment was known to he a 

major cause of bipolar transistor failure in a radiation environment. It 
has been proved that MOS transistors are, in fact, very insensitive to 

neutron damage.' However, it was soon discovered that ionizing radiation 

(x-rays, gamma rays, and high-energy charged particles) produced 
substantial threshold shifts and gain degradation in MOS transistors. 

Work was supported by Air Force Cambridge Research Laboratory under Contract F19628 -73-C-0146, 

by Air Force Avionics Laboratory under Contracts F33615 -73 -C -t100 and F33615 -74-C-1175, and 
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Ionizing radiation creates mobile carriers in the gate dielectric; and 
motion and semipermanent trapping of these carriers contributes both 
to space charge in the gate insulator and to interface states at the sili- 
con/gate dielectric interface. 

Radiation -induced threshold shifts are generally more severe when 
there is a positive gate bias during irradiation. In 1965 Zaininger pro- 
posed that ionizing radiation produces free hole -electron pairs in the 
gate dielectric that can move from the point of creation due to an applied 
bias.2 The electrons are readily swept out of the insulator, while the holes 
tend to be trapped near the most negative electrode. With positive bias 
the holes are trapped close to the silicon, where t hey have the strongest 
effect on the silicon. The basic features of this model have been sub- 
stantiated through a variety of experiments.;-' 

Programs were initiated to either improve the Si02 to minimize hole 
trapping or to replace it with a dielectric that did not have this property. 
Both of these approaches have resulted in substantially radiation - 
hardened CMOS circuits. The interested reader will find some of the 
more fruitful approaches to Si02 hardening described in Ref. 181-1141. 

In 1969 Zaininger and Waxman discovered that MOS devices made 
with Al2O3; gate dielectric had much less radiation -induced charge than 
then available devices with Si02 dielectric.15 They formed the AI_O3 by 
the complete plasma anodization of a thin Al film that was evaporated 
onto silicon. AI203 has also been formed by chemical vapor deposition 
using both aluminum isopropoxide16 and aluminum chlorides' as carrier 
sources. These forms of A1203 also showed the radiation hardness of the 
plasma -anodized material. All of the work described in this paper deals 
with A120:t formed by chemical vapor deposition from aluminum chlo- 
ride, since this form was found to he more suitable for making (COS 
devices. 

In addition to the relatively permanent radiation effects in the di- 
electric, t here are transient radiation effects that occur in all integrated 
circuits. These transient effects are observed when there is a short 
high -intensity burst of ionizing radiation even when the total radiation 
dose is too small to cause threshold shifts in transistors. Radiation bursts 
cause photocurrents to flow in p -n junctions; the currents are generally 
proportional to the instantaneous radiation close rate. Transient pho- 
tocurrents can cause logic upset, circuit latch -up, and even circuit 
burnout. The most widely accepted technique for suppressing transient 
photocurrents is to provide dielectric isolation between transistors. In 
CMOS circuits this can be conveniently done by building the circuits 
in a thin film of silicon on a sapphire substrate (SOS). The transistors 
are constructed on individual silicon islands that are completely isolated 
from surrounding devices. Within the transistors, the relatively poor 
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lifetime of SOS material also serves to decrease photocurrents. In SOS 

there are finite photocurrents that flow through the sapphire, but these 

are short-range currents and provide a conductive path between source 

and drain of an individual transistor but not between adjacent transis- 

tors. By careful circuit design these shunting paths can be accounted for 

and the transient radiation upset level can he made as high as 1010 rads 

(Si)/sec compared to 108 rads (Si)/sec for conventional CMOS cir- 

cuits.18 
SOS construction provides an additional silicon/insulator interface 

where the epitaxial silicon contacts the sapphire substrate. This interface 

is subject to charge build-up and interface state creation as is the in- 

terface between silicon and gate dielectric. l2-.1920 The problem occurs 

primarily in n -channel devices where positive charge build-up creates 

an inversion layer at the silicon/sapphire interface. This "hack channel" 
effect dramatically increases the apparent leakage current of SOS devices 

and is a major problem in making radiation hard CMOS/SOS devices. 

'I'he problem will not be discussed in this paper but is included as a ca- 

veat for the reader. 
The approach to making CMOS circuits that are tolerant of both total 

dose and transient radiation effects is to make them in silicon on sapphire 

(for transient hardness) with a hard gate dielectric. The use of SOS 

provides additional benefits in terms of speed and speed-power product. 

To enhance these properties the circuits should be made with self -aligned 

silicon gates to achieve maximum speed benefit. Si gate/A1,03/CMOS/ 
SOS circuits have been successfully fabricated in both simple inverters 
and complex LSI arrays. The remainder of this paper deals exclusively 
with considerations involved with using A1203 as the gate dielectric for 
CMOS/SOS circuits. 

2. Deposition of A1203 

2.1 Basic Process 

The A1,03 films investigated here have been formed by the hydrolysis 
of' aluminum chloride vapors at a heated surface by the reactionL1 

2AIC1:;+3H2+3CO2-A1203+6HC1+3CO. 1I 

The formation of A1,03 occurs in two steps: CO2 and H9 react to form 

H90 and CO and the H2O then reacts with AICl.to form A1,03 and HCI. 

The bulk of the gas flow is H9, and the reaction is limited by the avail- 

ability of CO, and AICI:;. 'Therefore, the gaseous by-products consist 

mostly of H9, with small amounts of CO and HCI. The H2O formation 
occurs at temperatures above 750°C, so that the deposition takes place 
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only in the immediate vicinity of the rf-heated susceptor block that holds 
the wafers. The react ion of H2O and AlC13 can occur at room tempera- 
tures, where it can produce a hydrolyzed form of A1203. It is important 
to keep the gas lines hearing All, free of H2O contamination to avoid 
clogging the system. 

At room temperature, AICI:t is a solid with a relatively high vapor 
pressure. 'Fo transport AIC13 as a gas it is heated in a sublimator and a 
small amount of H2 is passed over its surface. These gasses are trans- 
ported to the reactor in a 180°C heated line to prevent condensation of 
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Fig. 1-Schematic of the Al2O3 deposition system. 
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AIC13. The sublimator temperature is maintained at 125°C where the 
AICI3 vapor pressure is approximately 12 Torr. This is at the approxi- 
mate "knee" of the AICI3 vapor -pressure curve. Temperatures slightly 
above 125°C liberate excessive amounts of gaseous AlCl3, while tem- 
peratures below 125°C severely limit the AICI3 vapor supply. A constant 
sublimator temperature is essential for maintaining process control. 

The main flow of the H2 and CO2 is brought to the reactor by a sepa- 
rate line. This line also carries the silane mixture when the reactor is used 
for the deposition of polycrystalline silicon layers. 

A schematic of the system is shown in Fig. 1. The depositions are 
carried out in an epit axial type reactor fitted with carbon susceptor cut 
in a barrel configuration and capable of holding five 21/4 -inch -diameter 
substrates. Susceptor rotation is provided by magnetically coupling the 
pedestal mount to a variable -speed a -c motor. A heavy wall quartz bell 
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jar is used to enclose the susceptor. To ensure that no AIC13 vapors 

condense on the walls of this jar, no artificial means of cooling such as 

a water jacket are provided. During a routine deposition, the walls of the 

jar reach temperatures in excess of 300°C with no resultant condensation. 

Power is supplied by a 15 kW rf generator. 

2.2 A1203 for CMOS Applications 

For CMOS applicat ions a gate insulator should have a low charge den- 

sity, low surface -state density, low pinhole count, and high breakdown 
voltage. Initial work with the AlC13 process resulted in A1203 with a high 

negative fixed charge and large numbers of surface states. The deposition 

parameters were refined to achieve virtually no fast interface states and 

only 3 x 10"/cm2 negative charges. This density may appear high but 
causes only a small transistor threshold shift due to the high dielectric 

constant (8.5) of A1203. 

Most important in producing suitable A120:t films are the deposition 
rate, the AICI3/CO2 ratio, and post -deposition anneals. A high growth 

rate tends to produce more negative charge; rates of 50 to 100 A/minute 

are most acceptable. The deposition rate should be limited by the 
amount of CO2 available since excessive CO2 results in more negative 

charge. Fast growth rates and excessive CO2 can both lead to a partially 
hydrolyzed form of A1203 that may he the cause of negative charge. On 

the other hand, it is important not to have excessive amounts of AIC13 

present. This invariably results in large numbers of surface states and 

hysteresis in final A1203 devices. The best results are obtained with a 

near stochiometric ratio of AIC13/CO2 but slightly favoring the A1C13 

supply. After deposition it is necessary to "soak" the A1203 films in H2 

for about 15 minutes to reduce negative charge. 
Deposition temperature is important in the sense that increased 

temperat tire speeds up the growth rate. Initially much of the Al2O3 work 

was done with aluminum gates, where a relatively low deposition tem- 
perature of 850°C can he used. This temperature is suitable since after 
deposition, no more high -temperature steps are utilized in the pro- 

cess. 
The silicon gate process, however, requires subsequent processing at 

1050°C. We have found that a better silicon gate circuit results with a 

975°C deposition temperature and reduced AIC13-CO2 gas flows to 

maintain a low growth rate.22 Even so. the A1203 must be annealed at 
1050°C to permit structural changes to occur prior to the application 
of silicon gate material. At deposition temperatures above 1000°C the 
H2 -0O2 reaction can occur at some distance from the susceptor, so that 
a gas -phase reaction occurs wherein A1203 falls in a "snow" onto the 
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wafers. Suitable A1203 growths can be performed at temperatures from 
850° to 975°C. 

3. CMOS/SOS/A1203 Processing 

A number of processing sequences have been developed to produce 
semiconductor devices with A120:1 as the gate dielectric. We present the 
processing steps used to make silicon -gate A1203 CMOS/SOS circuits. 
In general most of the processing follows the standards used in Si02 
dielectric processing with a few deviations in anneal temperatures and 

Table /-CAMS/SOS/Aí,03/AI Gate Process Flow Chart 

Silicon Island Deposition 

1. Deposit P -Film 
2. Deposit Silane Oxide 
3. Photoresist 
4. Etch 
5. Deposit N -Film 
6. Deposit Silane Oxide 
7. Photoresist 
8. Etch (Silicon Oxide & Silicon) 

1 

Channel Definition 

1. Oxidize 
2. Photoresist 
3. Etch 
4. Deposit Phos Glass 
5. Photoresist 
6. Etch 
7. Deposit Boron Glass 
8. Diffuse 
9. Etch (Remove Glasses) 

A1203 Deposition 

1. Deposit Al 0, 
2. Anneal A1,203 (Slow Cool 

A1203 Etch 

1. Deposit Oxide 
2. Photoresist 
3. Etch Oxide 
4. Etch AI203 
5. Etch (Remove Oxides) 

Metallization 

1. Deposit Aluminum 
2. Photoresist 
3. Etch 
4. Alloy 

Overcoat Oxide 

Step Oxide Deposition 1. Deposit Oxide 
2. Photoresist 

1. Deposit Oxide 3. Etch 
2. Steam Oxide 
3. Photoresist 

TEST 4. Etch 

etching. Deposition of the A1203 replaces the thermal growth of SiO2, 
and A1203 must be etched in hot phosphoric acid instead of buffered 
HF 

Tables 1 and 2 and Figs. 2 and 3 show the processing steps used to form 
Al -gate and Si -gate devices, respectively. In both processes the n- and 
p -type silicon islands are formed by two epitaxial growths and pattern 
definition steps. A single epitaxial growth combined with ion implan- 
tation could also be used to form the silicon islands. A1203 has a negative 
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oxide charge ((kiss.). In order to achieve p -channel transistors with a 

negative threshold voltage the n -type island should have a doping of 
1017/ctrr3 to counter -balance the negative charge. The doping of 2 X 

1016/cm3 is used for p -type islands in the n -channel device. 

3.1 Al Gate Process 

In the Al gate processes the wafers are processed through diffusions to 
provide sourc -drain regions. Some of the islands are degenerately doped 

Table 2-CMOS/SOS/AI,O3/Si Gate Process Flow Chart 

Silicon Island Deposition 

1. Deposit P -Film 
2. Deposit Silane Oxide 
3. Photoresist 
4. Etch 
5. Deposit N -Film 
6. Deposit Silane Oxide 
7. Photoresist 
8. Etch (Silicon & Silicon Oxide) 

A1203/Poly Deposition 

1. Deposit A1,O3 
2. Anneal AI2O3 
3. Deposit Poly Silicon 

1 

Poly Silicon Doping 

1. Deposit Doping Glass 
2. Diffuse into Poly 
3. Etch (Remove Glass) 
4. Deposit Oxide 
5. Densify Oxide 
6. Photoresist 
7. Etch (Oxide, Silicon & AI2O3) 

Drain -Source Doping 

1. Deposit Phos Glass 
2. Photoresist 
3. Etch Phos Glass 
4. Deposit Boron Glass 
5. Diffuse (1050°C Inert Gas) 
6. Etch (Remove Glasses) 

Crossover Oxide 

1. Deposit Oxide 6000 A 
2. Steam Oxide 940°C 20 Min 

A1203 Anneal 

1. Soak 950°C Hydrogen 
2. Slow Cool 
3. Photoresist 
4. Etch 

Metallization 

1. Deposit Aluminum 
2. Photoresist 
3. Etch 
4. Alloy 

Overcoat 

1. Deposit Oxide 
2. Photoresist 
3. Etch 

TEST 

over their entire area. The wafer is coated with a 6100Á layer of Si02 that 
is then removed from all islands where a transistor is to be formed. The 
Si02 is left on the degenerately doped islands to allow them to he used 

as crossunder interconnects in the final circuit. This brings us to the point 
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shown in Fig. 2a. Only the transistor islands are shown in this figure. The 
A1203 is deposited and annealed in the A1203 deposition system (Fig. 2b). 
Immediately upon removal the wafers are coated with an undoped Si02 
layer. The contact window pattern is etched into this layer, which then 
acts as an etching mask to etch A1,03. A1203 etches in 180°C phosphoric 
acid at about 100.E/minute. After A1,03 etching, the overcoat Si02 layer 
is removed in buffered HI,' (Fig. 2c). During this etch, holes on the A1203 
permit HF to open contact windows to the degenerately doped silicon 
islands through the 600( A crossover oxide. Aluminum is evaporated and 
defined to complete the circuit (Fig. 2d). An overcoat scratch protection 
oxide may be applied to protect the final circuit. 

n 

DEPOSITED Si02 

N 1 p l N+ 

`AL20g 

n' P+N+ 

Al METAL 

lí°111lI III1011111b .10111%1111 dui g11i 11 
il111 

+ 1n1 p+ N+ Ipf N+ 

Fig. 2-Some of the process steps used in forming aluminum gate A1203/CMOS/SOS cir- 
cuits. 

3.2 Si Gate Process 

In the silicon -gate process the A1203 is deposited directly on the silicon 
islands before source-drain diffusions are formed. A1203 undergoes ir- 
reversible changes when subjected to temperatures higher than the de- 
position temperature. In order to form source-drain diffusions the wafers 
must eventually be subjected to 1050°C. If the polysilicon is in place 
during these diffusions the quality of the A1203 is irreversible degraded. 
However, when the A1,03 is subjected to high temperatures without 
polysilicon, the structural changes do not degrade the A1203 quality. 
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Therefore. immediately after A1203 deposition the wafers are annealed 
at 1050°C to permit all structural changes to occur prior to polysilicon 
deposition. The polysilicon layer is then deposited bringing the wafer 
to the point of Fig. 3a. 

The polysilicon layer is doped by diffusion to obtain the correct con- 
ductivity (Fig. 3b). An undoped Si02 layer is then deposited on the 
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Fig. 3-Some of the process steps used in forming silicon ga`e A1203/CMOS/SOS cir- 

cuits. 

poly -silicon and a pattern is formed in this SiO2 masking layer using 
buffered HF etchant. The Si02 acts as a mask for the subsequent etching 
of the polysilicon in KOH and the A1203 in hot phosphoric acid (Fig. 3c). 
A phosphorus glass layer is deposited and defined to leave it covering 
only the n -channel devices. A boron glass is deposited and left undefined. 
The n and p -type source-drain regions are diffused from these glasses 
(Fig. 3d). After diffusion all doping glasses and caps are removed in HF. 
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This can be done with the A1203 process since the channel dielectric is. 
relatively inert to HF etching. A deposition of 6000 A of undoped silane 
oxide (Si02) is applied to the wafers, which are then oxidized in HCl- 
steam for 20 minutes. The steam oxide improves the dielectric strength 
of the gate oxide by passivating the edges of the channel regions. The 
composite of deposited and grown oxide ac s as a crossover insulator for 
overlapped metal and polysilicon electrodes. Other polysilicon electrodes 
on the sapphire itself act as crossunder interconnects. Windows are 
opened to permit aluminum metalization to contact to the source -drain 
and polysilicon regions (Fig. 3e). The metal is evaporated and defined, 
and an overcoat oxide may be provided (Fig. 31). 

3.3 Yield Considerations 

A useful integrated -circuit process should have the highest possible yield 
of functional devices. Overall the yield of A1203 devices ís lower than that 
of comparable Si02 devices, but there are several cases where an indi- 
vidual wafer yield compares quite favorably with that of Si02 wafers. 
In particular, several wafers of simple CD 4007 type circuits with alu- 
minum gates on hulk silicon substrates had yields in the range of 70%, 
which is quite acceptable. In part, lower yields result from working on 
a laboratory basis, where a great deal of time elapses between processing 
of one wafer and the next. Yield improvements could be expected if A1203 
wafers were run on a more continuous basis in a well -regulated produc- 
tion facility. 

There are, however, some yield problems that are unique to the A1203 
process and these are addressed here. In Al gate circuits on either hulk 
or SOS, a major yield loss often occurs due to pinholes in the A1203 film 
causing gate shorts. By comparing yields on circuits of various com- 
plexities and geometries it is apparent that the pinholes are distributed 
randomly across the area of the film and can be as dense as 2000/cm2. 
Much lower pinhole counts are achieved when Al2O3 is deposited on 
blank silicon wafers. We attribute the pinholes in Al gate circuits to the 
processing steps used between Al2O3 deposition and metallization. In 
device processing the AI203 is coated with SiO2 which is then defined 
using photoresist and HF and then used as an etch mask to open contact 
windows in A1203 with hot phosphoric acid. This Si02 mask is stripped 
in HF prior to metallization. Pinholes in A120:t could arise from defects 
in photoresist, defects in the SiO2 film, and weaknesses in the original 
A1203 film that are transformed into pinholes by the deposition and 
removal of Si02. The latter factor is most likely the cause of most A1203 
pinholes and may he related to the cleaning of the wafers and the A1203 
deposition system. 
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In silicon gate circuits a yield problem arises from nonuniform A1203 

thickness. A circuit structure with dramatically different island sizes 

will have relatively thin Al2O3 on small islands due to their larger pe- 

riphery/area ratio compared to thicker A1203 on larger islands. To ensure 

complete contact opening in the large islands the thin Al2O3 on small 
islands must he severely overetched. In the silicon gate process this will 
cause undercutting beneath the polysilicon gate material, promoting 
short circuits. A possible remedy to this problem is the use of ion im- 
plantation through the unetched A1203 to provide source-drain dopant 
combined with A1203 etching at the time of contact window opening 
through the thick Si02 crossover oxide. Overetching of Al2O3 will then 
occur at a point further from the gate electrode and thereby decrease 
the chance for a gate short. 

4. Radiation Behavior of A1203 

4.1 Basic Radiation Effects in A1203 

The radiation effects in Al2O3 are in some respects similar to those in 
Si02. Ionizing radiation produces free hole-electron pairs that can move 

under the influence of an applied field and become trapped. There is a 

marked tendency to trap more holes than electrons so that radiation 
produces a positive trapped charge (negative threshold voltage shifts). 
There are four factors that can act to make the net effect of radiation 
damage appear to be less severe in A1203 than in SiO2: 

(1) The tendency to trap electrons is greater in A1203 than in Si02 so 

that both polarities of charge are trapped, thus leading to compen- 
sation effects. 

(2) The A1203 dielectric constant is larger so that more net trapped 
charge is required to produce a given threshold voltage shift. 

(3) Under the action of a large electric field, electrons can be injected 
into the Al2O3 from the silicon or gate electrodes and thereby com- 
pensate or eliminate the effects of radiation -induced positive 
trapped charge. 

(4) 'There appears to be little interface state creation and there is no 

field-effect mobility degradation even after a large radiation 
dose. 

Because of the last feature the radiation damage effects in A1203 are 
primarily due to charges trapped within the insulator, although these 

charges may reside close to the interface. 
In one sense there is no permanent radiation damage in A1203 films. 

Under continuous radiation with a fixed applied bias, the charges and 
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fields within the insulator arrange themselves to a steady-state distri- 
bution. Usually it takes about 106 rads (Si) of continuous irradiation to 
achieve a steady-state situation. When the radiation is terminated (but 
bias maintained) the charges will redistribute, and usually a relaxation 
or decrease in charge is observed. The steady-state distribution can be 
reachieved by resuming radiation. 

The nature of the steady-state distribution (quantity and location of 
trapped charge) depends critically on the applied bias. If the bias is 

changed during irradiation, it will take an additional 106 rads (Si) to 
achieve a new steady-state distribution. For example, the steady-state 
charge distribution corresponding to 10 V bias can he achieved by irra- 

Si 
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Fig. 4-Band model of A1203 showing electronic processes that occur during irradiation. 

diating a fresh sample to 106 rads (Si), or by using a sample that has 
previously been irradiated up to 108 rads (Si) at other biases and irra- 
diating it for an additional 106 rads (Si) with 10 V bias. No "permanent" 
radiation damage is observed up to 108 rads (Si) (largest dose tested). 

Some of the more important physical processes that occur during ir- 
radiation are illustrated in Fig. 4. Ionizing radiation creates free electrons 
and holes, and some of these become trapped. At present it is not certain 
whether the holes are uniformly trapped in the bulk of the material or 
reside in traps that are unique to the interfaces. Because of the electric 
field at the interface with the negative electrode (silicon in Fig. 4), 
electronic charges can he injected into the A1203. The injection mecha - 
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nism is not clearly understood but is believed to be a combination of 
tunneling into traps within the Al2O3 forbidden gap and of thermal ex- 
citation. The injection current density is a strong (nearly exponential) 
function of the interface field.2324 As incoming radiation produces more 
trapped holes, the interface field is increased. Under some conditions 
the steady-state situation occurs when the rate at which new trapped 
holes are induced equals the rate at which they are annihilated by in- 
jected elect rons. 

The charge -injection mechanism can occur in the absence of irradia- 
tion by the application ofa large bias. In this case the injection mecha- 
nism leads to an instability because a number of the injected electrons 
become trapped near the injecting electrode, producing a negative oxide 
charge. If this trapping occurs during irradiation, it leads to the possi- 
bility that the steady-state condition is actually a case of an ever-in- 
creasing negative charge near the injecting electrode compensating an 
ever-increasing positive charge induced by radiation and hole -trapping. 
This situat ion is unlikely because of the large doses, 108 rads (Si), through 
which the steady-state situat ion prevails. It is more likely that injected 
electrons recombine with free holes as they are created or annihilate 
t rapped holes. 

4.2 Experimental Techniques for Radiation Tests 

AI,03 devices were irradiated with 1 MeV electrons produced by the Van 
de Graaff accelerator at RCA Laboratories, Princeton. This apparatus 
can supply beam current densities from 5 X 10-9 to 5 X 10-7 A/cm2 
corresponding to dose rates of 103 to 105 rads (Si)/sec (3 X 107 1 MeV 
electron/cm2 are equivalent to 1 rad (Si)). The beam currents were 
monitored by a Faraday cup, and after the desired beam current was 
achieved and stabilized, the samples were rotated into the beam path 
by means of a wheel. The total dose was determined by the time of ex- 
posure, and most irradiations were done at 104 rads (Si)/sec. 

The samples were electrically attached to equipment located outside 
the radiation chamber. With this equipment the electrical properties 
of the devices such as CMOS inverter characteristics of MOS C -V plot 
could be measured without removing the samples from the irradiation 
chamber. In fact, the devices could be measured even when in the beam 
path. The radiation produced photocurrents in the silicon but at a dose 
rate of 104 rads (Si)/sec these photocurrents did not significantly perturb 
the measurements. In this manner the radiation effects could be mea- 
sured in situ without any time between the accumulation of a given dose 
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and the measurement. This is important in accurately assessing relax- 
ation effects. 

To accomplish these measurements an automatic sweep supply was 
connected to the gate of the device. During most of the radiation period 
the supply held a constant voltage on the gate. When triggered, the 
supply would rapidly sweep over a voltage range and return to the 
holding voltage. During the sweep some characteristic of the device such 
as transistor current or MOS capacitance was displayed as a function 
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Fig. 5-Capacitance-voltage curves of an Al2O3 MOS capacitor at various doses of radiation 
from 0 to 107 rads (Si). The curves were displayed without removing the sample 
from the radiation beam. 

of gate voltage on an X- Y storage scope. The sweep supply was triggered 
at several radiation levels; and after the desired total dose was achieved, 
a photograph was made of all curves on the oscilloscope screen. The 
device could then he rotated out of the beam and its characteristics 
displayed at various times to study relaxation effects. 

4.3 Results of Radiation Experiments 

Fig. 5 shows a photograph of the storage oscilloscope after a typical ra- 
diation run. These curves show the C -V characteristics of a p -type MOS 
capacitor with 700 A of oxide at various radiation levels between 0 and 
107 rads (Si). In this experiment the radiation rate was 104 rads (Si)/sec 
and the holding potential was 6 V. The noise on the curves is a combi- 
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nation of 60 -Hz pickup and, in depletion, the effects of photocurrents 
produced by the electron beam as it sweeps across the sample. In this 
case the radiation effects saturate after 106 rads (Si). Irradiation up to 
10' rads (Si) produces no further change in the C -V characteristic. 
Several samples were irradiated, each with a different holding bias. The 
results are summarized in Fig. 6, where the flatband voltage is plotted 

RADIATION (RADS (Si) ) 

Fig. 6-Flat-band voltage of an Al2O3 MOS capacitor as a function of radiation dose with 

bias during irradiation as a parameter. A fresh sample was used to generate each 

curve. 

as a function of radiation dose with bias as a parameter. For this set of 
devices the radiation effects were fairly well saturated by 106 rads (Si). 
It should be noted that with negative holding voltage the radiation 
produced a significant distortion in the C- V curves. The positive shifts 
in inversion voltage (bottom of C- V curve) were larger than the flat -band 
voltages shown in Fig. 7. The observation of a positive flat -hand voltage 
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shift for negative voltage during irradiation indicates a net negative 
charge in the oxide after irradiation. 

The saturated flat -hand voltage after 107 rads (Si) is plotted as a 

function of irradiation bias in Fig. 7. Data from Fig. 6 as well as from a 

similar set of curves for a 400-A sample are shown. This figure illustrates 
another unique feature of A1203 radiation behavior. On the 400-A oxide 
the radiation -induced shift becomes smaller for biases larger than 4 V. 

'Phis is attributed to the ability of the silicon electrode to inject electrons 
into the oxide. 
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Fig. 7-Saturated dlat-band voltage after 107 rads (Si) as a function of radiation bais. Each 

point represents a different MOS capacitor. 

Additional data showing the same effect is given in Fig. 8, where data 
for both MOS capacitors and NMOS/SOS transistors with various oxide 
thicknesses are shown. These curves were generated by achieving a 

steady-state situation with 1-MeV electrons at a rate of 104 rads (Sit/sec. 

All curves show similar qualitative results-a small shift under negative 
bias and a maximum shift under intermediate positive bias. Some of the 
curves were constructed using new devices to generate each point, while 
others utilized only one device, re -irradiated at each bias level. 
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The bias dependence illustrated in Figs. 7 and 8 can be broken into 
three regimes: (1) negative bias, (2) small positive bias where the applied 
voltage enhances charge buildup and (3) large positive bias where the 
applied bias suppresses the charge build-up. 

I. tinder negative bias the charge build-up is relatively small and 
sometimes indicates a net negative charge. There is a question as to 
whether there may be a large positive charge build-up near the gate 
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Fig. 8-Steady-state radiation -induced flat -band voltage as a function of gate bias. Each 
point represents the flat -band or threshold voltage achieved for continuous radiation 
at a particular bias for more than 106 rads (Si>. The curves are not significantly 
altered for radiation doses up to 108 rads (Si). 

elect rode during negative bias. The charge injection mechanism is similar 
for injection from either the silicon or aluminum gate electrode. The 
radiation effects may also be similar for each electrode and depend only 
on the bias. Other than these considerations, little attention has been 
given to the negative -bias case. This in part arises from the fact that the 
radiation -induced shifts are acceptably small for negative bias. 

2. The effects with small positive gate voltages are similar to those 
commonly observed in SiO2. Increasing the bias enhances separation 
of created hole-electron pairs and/or forces the positive charges to be 
trapped closer to the silicon interface. These positive charges increase 
the field at the silicon interface which is given by 
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- V Applied -V 
I. 

]2] 

and therefore decrease the electric field in the bulk and near the gate 
elect rode. In Eq. 12] and following equations, L is the oxide thickness. 
In this mode the steady-state situation is believed to occur when the field 
in the hulk of the insulator becomes too small to cause efficient separa- 
tion of hole-electron pairs as they are created. Therefore, the radia- 
tion -induced effects are limited by recombination in the low -field region 
of the insulator. 

3. As the' bias is increased, the steady-state interface field increases 
to t he point where significant amounts of electronic charge injection from 
the silicon can influence the steady-state distribution. The rate of charge 
injection is approximately exponential with the interface electric 
field.23.24 Therefore, a small increase in electric field can create a tre- 
mendous increase of injected electrons, which can recombine with pos- 
itive charge. Because of this, the interface electric field cannot increase 
indefinitely, and approaches a maximum value. Therefore, the steady- 
state flat -band voltage must follow the applied voltage for larger bias 
levels according to Eq. 12), where Ei is limited to .a maximum value. This 
leads to the decrease in radiation -induced shifts for large positive bias 
observed in Figs. 7 and 8. In Fig. 9, the steady -state -interface electric 
field is plotted as a function of bias voltage for two of the MOS capacitors 
shown in Fig. 8. As the bias is increased, the field approaches a maximum 
value of about 2.1 X 106 V/cm. From independent measurements of the 
injected current density in the absence of radiation,23.24 this field cor- 
responds to an injection current of 6.3 X 10" electrons/cm2-sec. 

The injection -limited steady-state situation under large positive bias 
is actually a dynamic balance between the rate of positive -charge creation 
by irradiation and negative -charge injection due to interface field. 
Therefore, both a relaxation of radiation effects after radiation is ter- 
minated and a dose -rate dependence of the steady-state charge should 
be observed. These effects are illustrated in Fig. 10 for an n -channel SOS 
transistor. The upper left-hand portion shows the threshold voltage as 
a function of irradiation dose for a dose rate of 104 rads (Si)/sec. A 
steady-state threshold voltage, which depends on bias, is reached by 106 

rads (Si). When radiation is terminated, there is a logarithmic relaxation 
of positive charge (and/or injection and trapping of negative charge), 
as shown in the upper right portion. The logarithmic dependence arises 
from the exponent ial relation between injection current and interface 
field. When the bias is kept constant but the dose rate changes, the 
steady-state threshold voltage shows the dependence illustrated at the 
bottom of Fig. 10. Again, the logarithmic dependence results from the 
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Fig. 9-Steady-state electric field at the Al2O3/Si interface as a function of gate bias during 
irradiation. Note the field limitation under positive bias which occurs for lower 
voltage on the thinner oxide. 

2 

0 

-4 

g 

104RAD/SEC 

103 104 105 
DOSE (RAD IS) 

0 

-2 

-4 

106 10 102 IOs 

RELAXATION TIME (SEC) 

o 
VG 10 

103 104 106 

DOSE RATE(RAD(Si)SEC) 

Fig. 10-Radiation, relaxation, and dose -rate data for an Al2O3 n -channel SOS device. There 

is a relaxation effect after radiation is terminated and a dose -rate dependence 

of the steady-state threshold voltage for a gieen gate bias. 
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exponential nature of the injection field characteristic. These results 
illustrate the proportionality between the charge -injection rate and the 
radiation dose rate in the injection -limited steady-state case. 

4.4 Practical Radiation Limitations for A1203/CMOS/SOS Devices 

A feature of A120;1 that has made it attractive for use with CMOS circuits 
is that it was thought to be tolerant of both negative and positive bias. 
This is not exactly true as illustrated in Figs. 7 and 8. A1,03 devices show 
small threshold shifts under zero and negative bias, but for positive biases 

THIS TRANSISTOR HAS 

+5 GATE TO SOURCE VOLTAGE 

THIS POINT 
IS NEAR +5 VOLTS 

Fig. 11-Circuit for a CMOS/SOS two -input NOR gate showing the bias conditions that result 

in a +5 volt gate -source voltage with a supply voltage of 10 volts. 

the shift is small only when the injection -limiting situation occurs. There 
are large threshold shifts for intermediate values of positive bias. By 
choosing the proper oxide thickness (about 650 A) the devices can be 
made radiation -tolerant at 10 V. However, unless special precautions 
are used, a CMOS/SOS circuit operating with a 10-V supply may have 
a +5-V gate bias on some p -channel devices. This is illustrated in the 
NOR gate of Fig. 11. When both inputs are high (+10), the series p - 
channel devices will he cut off and the output will be low (0). Because 
of the superlinear leakage characteristics of SOS transistors the node 
between the devices will assume a voltage close to +5 V. Therefore, the 
upper p -channel device will have a 5-V gate -to -substrate voltage in this 
case. 
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The steady-state threshold voltage was measured as a function of bias 
for both p and n -channel SOS transistors. The results shown in Fig. 12 

illustrate the radiation hardness of A1203 for all bias values except +4 
to +10 volts. In this range the upper p -channel device of Fig. 11 could 
have a post radiation threshold voltage as high as -7.6 V. While this 
would not result in a static logic failure, it would greatly reduce the re- 
sponse time of the NOR gate. 
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Fig. 12-Steady-state radiation -induced threshold voltages for n- and p -channel A1203/SOS 

transistors as a function of gate to source bias. 

At present we believe that series -connected p -channel devices are the 
only place where an intermediate positive bias can occur. This problem 
could he alleviated by using p -channel substrate contacts that are tied 
to ground or by eliminating series -connected p -channel strings from the 
circuit design. 

5. Charge Injection and Stability of A1203 Devices 

Aluminum oxide films on silicon exhibit a phenomenon known as charge 
injection. When a sufficiently high voltage is applied to the gate, electrons 
can be injected into the oxide from the negative electrode. This affects 
A1203 devices in two ways: 
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(1) The ability to inject charge plays a role in the radiation behavior of 
the device. 

(2) If the injected charges are trapped in the oxide, they can cause a shift 
in the threshold voltage of MOS transistors. 

The first effect is discussed extensively in Sec. 4, and it is clear that from 
a radiation hardness standpoint, charge injection is a desirable feature 
of A1203. In this section we discuss the effects of charge injection on the 
stability of A1203 devices in the absence of radiation. 

Charge injection into A1,03 can occur from either the gate electrode 
or from the silicon substrate whenever a sufficient field is applied to draw 
electrons into the A1203. Those electrons that remain trapped in the 
dielectric form a negative space charge causing a positive threshold 
voltage shift. The injection problem is aggravated by operation in higher 
temperature ambients. In addition, short high -voltage transients can 
produce sufficient injection to promote undesirable threshold shifts. 
These shifts can occur at voltages that are much smaller than those re- 
quired to induce catastrophic breakdown. Consequently, final A1203 
circuits may require transient protection devices that are more critical 
than in Si02 circuits. In this section of the report the discussion will he 
limited to the long-term stability effects encountered during normal 
operation. Since most injected charge is trapped near the injecting 
(negative) electrode, only the positive gate bias condition will he dis- 
cussed in detail. 

Before discussing the basic charge -injection mechanism it is worth- 
while to illustrate the effects that it causes. A typical result of flat -band 
voltage shift due to charge injection is shown in Fig. 13. The shift in 
flat -hand voltage of an MOS capacitor after 500 seconds of bias appli- 
cation is plotted as a function of bias. For each point on the graph a fresh 
(uninjected) capacitor was used. It can be seen that for negative bias 
about twice as much voltage is required to produce a given shift as for 
positive bias. Most likely this occurs because, for negative bias, most of 
the trapped charge resides near the gate electrode. 

5.1 Charge -Injection Mechanism 

Powell has studied the charge -injection and trapping mechanisms using 
a high -field pulsing technique.23'24 The results of his study can he 
summarized as follows: 

(1) The electron current injected into the insulator depends only on the 
field at the injecting electrode, and not on the amount of previously 
injected charge. 
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(2) The injection current density has a nearly exponential dependence 
on interface field. 

(3) The amount of flat -band shift depends only on the total charge in- 

jected into the sample and not on the rate at which it is injected. 
(4) For small amounts of injected charge, Qj, all of the charge is trapped 

near the injecting electrode. For large Q, either the charge is trapped 
in the hulk of Al2O3 and/or the efficiency of trapping near the in- 
terface becomes less than one. 
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Fig. 13-Flat-band voltage shift induced in Al2O3 MOS capacitors by application of bias for 

500 seconds. 

The nearly exponential current -field relationship leads to a loga- 
rit hmic time dependence of flat -band or threshold voltage shift with time 
during constant voltage operation. The injection current density can be 
empirically written as 

Ji = Jo ex y 

V - VFH 
fa ( p 3aF,; = Jo ex 131 

where Jo(A/cm2) and a(V/cm)-t are parameters that may be tempera- 
ture -dependent. The term (V - VFB)/L is the interface field. The ef- 
fect ive amount of trapped charge depends on the total amount of injected 
charge so that 

r 

QT = kJ1dt, 141 
0 

where k describes the efficiency of trapping and has the value of unity 
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for small amounts of injection. The trapped charge results in a flat -band 
voltage given by 

Vpij = VFBi + - (d7', 
E 

151 

where V1.Bi is the initial flat -band voltage, E is the A1203 dielectric con- 
stant, and all of the charge is trapped very close to the silicon electrode. 
If charge trapping occurs in the bulk of the insulator, this can be ac- 
counted for by a decrease in the parameter k described above. When Eqs. 
131,141, and 151 are combined with a constant applied voltage V, the result 
is 

L V HI= VFBi+«lnt +1), 
0 

where 

161 

1 ak -= Jo exp {-a (V - VFB1) }. 171 

These equations assume that the effic'ency of trapping near the inter- 
face k is a constant and, therefore, should be valid for short times. 

According to Eqs. [61 and 171, the flat -band voltage shift should be 
characterized by a time, to, where shifting begins and a slope (on a log 
plot) given by L/a. This logarithmic time dependence is encountered 
during relaxat ion of radiation -induced charge as described in Sec 4. It 
is interesting to note that the logarithmic slope depends only on the 
sample thickness and is smaller for thinner samples. On the other hand, 
the to point depends primarily on the initial electric field and, at a fixed 
bias, is shorter for thinner samples. 

Fig. 14 shows the time dependence of threshold voltage for various 
positive biases applied to the gate of an Al2O3 n -channel transistor. In 
agreement with the analysis, the threshold voltage has a logarithmic time 
dependence and has a to value that decreases as the applied bias in- 
creases. However, the logarithmic slope rate shows a slight dependence 
on bias voltage, being larger for higher bias. This is probably due to in- 
accuracies in the current field relation of Eq. [3]. The deviations from 
the logarithmic rate for the large 16-V bias case probably are due to a 

decreasing value for k after large amounts of injection. 
Fig. 15 shows a plot of logarithmic slope as a function of oxide thick- 

ness. The three data points for the thin (480-A) sample correspond to 
the three samples shown in Fig. 14. In general, there is good agreement 
between Fig. 15 and the predictions of Eq. 16]; the logarithmic shift rate 
depends linearly on sample thickness. 
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The practical application of this result is that improved stability can 
be achieved by using thinner films of A1203 and by specifying a lower 
operating voltage. By reducing both the voltage and thickness propor- 
tionally, the operating field would be kept constant so that the time 
constant to would be unchanged and the injection -limited radiation 
behavior discussion in Sec. 4 would still apply at the operating voltage. 
This conclusion is a complete reversal of previous suggestions that im- 
proved stability would result from the use of thicker films with a given 
voltage. The latter idea may effect an increase in the time to from the 
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Fig. 14-Charge injection induced threshold shifts as a function of time for various applied 
biases. 

order of seconds to several hundred seconds, but both of these times are 
short compared with the desired operating life for the devices (several 
thousand hours). In addition, the use of thinner films results in smaller 
amounts of radiation -induced threshold shift as discussed in Sec. 4. A 

drawback to the use of thinner films is that the initial threshold voltages 
become lower (especially for the n -channel device) so that less radia- 
tion -induced shift can be tolerated. Furthermore, a lower operating 
voltage would restrict the amount of positive n -channel threshold shift 
that could be tolerated before circuit performance was adversely affected. 
The stability of the devices during high transient voltages would also 
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be adversely affected. More study and experience is necessary before 

an optimum design for a given application can be achieved. 

5.2 Life Test on A1203/CMOS/SOS Devices 

Long-term life tests were performed on CMOS/SOS inverters at 125°C. 

In these tests devices were placed in an oven and an operating voltage 

of V;,, = VfJ> = +10 V was applied. Periodically, the samples were re- 

moved from the oven for threshold -voltage measurement. In these tests 
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Fig. 15-Logarithmic shift rate due to charge injection as a function of AI2O3 thickness. The 

three values at 480 A correspond to the rates indicated in Fig. 14. 

the bias was removed prior to taking the samples out of the oven, so that 
some relaxation of effects might have occurred during the measurement 
procedure. 

The results of these tests are shown in Fig. 16 for CMOS/SOS devices 

with A1903 thicknesses of 750 and 1200 A. The threshold shifts are nearly 

logarithmic in time but there is no large difference in the slope of the two 

curves as was observed for room -temperature testing. The reason for 

similar slopes on oxides with widely differing thicknesses is not under- 

stood at present; however, it may be due to relaxation of charge between 

the time that the bias is removed and the samples are cooled to room 

temperature. On other samples it was observed that high -temperature 
annealing of injected charge has a very rapid component occurring in 

less than a minute followed by a much slower component. The amount 

of flat -band voltage reduction during the first minute depends on the 
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peak temperature applied to the sample. A more standard testing pro- 
cedure may he required to resolve the different results obtained with 
high -temperature moderate -field injection and room -temperature 
high -field injection. 

In a more comprehensive reliability study it was observed that many 
p -channel devices operated with a gate -to -source voltage of -10 V had 
enough charge injection to shift the threshold into depletion. Even 
though threshold shifts are less for negative gate voltage, this represents 
a serious failure mechanism since the standby power is dramatically 
increased. 
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Fig. 16-Threshold voltage for CMOS inverters as a function of time that the devices were 
biased at V;,, = VDD = +10 V at 125°C. For each point on the curve the bias was 
removed and the samples cooled to room temperature prior to measurement. 
Relaxation of charge during the cool -down cycle may account for the similar slope 
for both 750-A and 1200-A samples. 

5.3 Conclusions on Charge Injection 

Charge injection plays an important role in A1203 devices and appears 
to enhance radiation hardness under certain bias conditions; however, 
the trapping of injected electrons leads to a threshold voltage instability 
in the absence of radiation. Investigations performed to date have not 
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resulted in A120:3 films with improved stability; i.e., all A120:; films seem 

to have the same injection properties independent of the method of 

fabrication. However, a better understanding of the charge -injection 

mechanism suggests that improved device stability may he achieved with 

thinner films and lower operating voltages. In addition, the studies have 

brought us closer to the goal of predicting A1203 device behavior in 

particular environment. The ability to predict the device behavior may 

be a valid approach to reliability as opposed to the achievement of ab- 

solute stability. Since radiation -hard circuit design must be able to tol- 

erate radiation -induced threshold changes, it should also be able to 

withstand threshold variations due to charge injection. 

6. Conclusions 

The impetus behind A1203 gate insulator development is to achieve a 

CMOS circuit technology that is tolerant to high levels of ionizing ra- 

diation. Although this is not the only use of A120:t in integrated circuits, 

it is the sole purpose of the developments described here. In this section 

we summarize the properties of A120:; with respect to its usefulness as 

a CMOS gate insulator, and place the A120:; technology in perspective 
compared with other techniques for hardening CMOS circuits. 

6.1 A1203 as a Radiation Hard CMOS Gate Insulator 

Presently employed commercial CMOS gate insulator technology is not 

sufficiently radiation tolerant for some military and space requirements. 
It is clear that a change in insulator technology is required to achieve the 

desired goals. In making this change the improved gate insulator tech- 
nology should have the following characteristics: 

(1) Radiation Tolerance With Bias from -15 to +15 Volts 

A120:; is radiation tolerant under zero and negative bias, but only under 
a sufficient positive bias to produce some charge injection during irra- 

diation. Results indicate that by making thinner A1203 films, hardness 
could be achieved over the range -5 volts to +5 volts. 

(2) Manufacturahility 

The AI,03 technology uses a deposited rather than thermally grown 

process. Improvements in insulator deposition are continuously being 

made, and it is expected that such a process could he implemented in 

a production line once the proper techniques and controls were estab- 

lished. 
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(3) Minimum Effect on Device Characteristics 

A1203 has a higher dielectric constant and gives lower carrier mobility 
than thermally grown Si02 resulting in reduced on -chip speed. In ad- 
dition, there is a negative interface charge which results in low p -channel 
thresholds. The major importance of these changes, if any, is not 
clear. 

(4) Minimum Impact on Device Yield 

The present status of A1203 deposition has not resulted in high yields 
of devices. As techniques and controls for deposition are developed, it 
is expected that improved yields will occur. 

(5) Meet Reliability Specifications 

Charge -injection instabilities cause major threshold shifts during ele- 
vated temperature operation. It is clear that charge injection is desirable 
to achieve radiation hardness in A1203 gate insulators. It is also apparent 
that any radiation -tolerant CMOS circuit design must he able to tolerate 
some threshold shift due to radiation damage. Therefore, a shift during 
non -radiation operation may he tolerable also. However, the present 
formulation of reliability standards (e.g., Mil -M-38510) equates reli- 
ability with stability. Requirements on stability would have to he relaxed 
in order for A1203/CMOS circuits to be considered reliable. Threshold 
shifts and circuit changes due to charge injection in A1203 are predictable. 
A120:3 circuits could be considered reliable if reliability concepts were 
changed to equate reliability with predictability rather than with sta- 
bility. 

In summary A1203 does not fully meet requirements 1 and 5 for 
hardness and reliability. Improvements in manufacturability and yield 
would be expected with further development of the A1203 process. 

6.2 Comparison of Radiation Hardening with A1203 and Si02 Gate 
Insulators 

At one time it was believed that thermally grown Si02 was inherently 
sensitive to ionizing radiation. It has since been clearly demonstrated 
that this is not true. The radiation tolerance of thermally grown SiO2 
is strongly related to the detailed process used during manufacture. 
There appears to he more than one way to form radiation -tolerant SiO2, 
and there are several detailed problems associated with each of these 
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approaches involving both manufacturability and the parameters of the 

final circuit. It is not our purpose to discuss these problems; instead we 

cover the more general features of the comparison of A1203 and Si02 

dielectrics for radiation hardening. 
It appears t hat hardness of Si02 is directly related to the nature of the 

Si/Si02 interface. When this interface is modified by changing the growth 

process, large differences in radiation tolerance can be observed without 

major changes in any other electrical parameter such as field-effect 

mobility, charge concentration, or stability. Radiation hardness in A120:t 

is in part related to its charge -injection properties. As a result, the A1203 

hardness is more dependent on bias voltage, while hardened Si02 is less 

sensitive to bias. I)ue to charge injection, A1203 is inherently unstable, 
whereas hard Si02 appears to have the same stability that is associated 

with unhardened Si02. Because of these features, the hard Si02 approach 

is much closer to achieving the requirements 1 and 5 in Sec. 6.1 for 

hardness and reliability. 
The impact of the hard Si02 approach on manufacturability, device 

parameters, and yield has been established for a product capable of 105 

rads (Si). Megarad hard CMOS is currently being evaluated under these 

same conditions. For these reasons most people associated with CMOS 
manufacture are more likely to favor a modification of the Si02 growth 

as opposed to a substitution of a deposited insulator for the Si02. 
An undesirable feature of hard SiO2 is that radiation damage is cu- 

mulative and irreversible. An Si02 device that can tolerate 105 rads (Si) 

will not necessarily tolerate 10' rads (Si). With A1203 a steady state with 

respect to irradiation is achieved after 105 rads (Si). Further irradiation 

does not cause further degradation in A120:f up to at least 108 rails (Si). 

Most present-day radiation -hardness requirements call for a tolerance 

of a maximum of 106 rads (Si), which appears to be within the capabilities 

of hard Si02. 
Rased on these considerations it is apparent that hard Si02 is more 

likely to succeed in meeting the megarad requirements for radiation -hard 

CMOS circuits. The use of A1203 for radiation hardening is dependent 

on requirements for a technology that can tolerate extremely high doses 

of radiation (108 rads (Si) or more), which cannot be satisfied with Si02 

gate insulators. 
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Microsonic Pulse Filters-Replacements for 
Traditional Butterworth Designs 

J. H. McCusker, S. S. Perlman, and H. S. Veloric 

RCA Laboratories, Princeton, N. J. 08540 

Abstract-Microsonic filter response characteristics are analyzed under cw, pulsed, and 
transient input conditions. Previous cw formulations had to be extended for pulsed 
and transient response calculations because the acoustic waves generated are 
not, in general, spatially long enough to encompass the entire transducer pattern. 
A synthesis procedure is also developed and used for the successful design of 
six pulse filters employed in a practical airborne collision -avoidance system, 
SECANT VEGAS GM/A. The microsonic filters replace six standard lumped -ele- 
ment five -pole Butterworth filters required to distinguish various 1-ps pulses re- 
ceived from nearby aircraft. Each microsonic filter (on ST -cut quartz) comprises 
one uniform interdigital transducer with 35 to 39 lambda/4 fingers and one 
Gaussian apodized transducer with 221 to 257 fingers, depending on the syn- 
chronous frequencies (53 to 64 MHz) that match the frequencies contained in the 
different i -f input pulse envelopes. 

1. Introduction 

Analysis of the response characteristics of a standard two -transducer 
configured microsonic filter is presented here. Equations are developed 
for calculating the pulse and transient response characteristics of the 
devices, and a synthesis procedure is applied to the design of a set of six 
filters needed to replace a corresponding set of five -pole Butterworth 
filter designs. Fabrication procedures and measurements on the filters 
are described. 

The microsonic pulse filters have been incorporated in prototype 
hardware for SECANT VECAS, an aircraft anti -collision system under 
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development since 1969.1.2 The acronym SECANT is derived from 
"Separation and Control of Aircraft by Non -Synchronous Techniques," 
while VECAS is from "Vertical Escape Collision Avoidance System." 

SECANT is a cooperative system requiring electronic equipment on 
each aircraft in flight but not requiring any ground -support equipment. 
Each aircraft is capable of receiving, responding, and interrogating with 
pulse signals. The SECANT equipment distinguishes these pulse signals 
and calculates appropriate vert ical escape maneuvers when necessary. 
The microsonic pulse filters were designed for this purpose and the filters 
were employed in the third generation prototypes of hardware. SECANT 
VECAS GA/M (General Aviation/Military), which is smaller, lighter 
and less expensive than the previous generations.2 Excellent in-flight 
test results, conducted by the Naval Air Development Center, War- 
minster, Pennsylvania, have proven that. SECANT is a viable system 
for the prevent'on of mid-air collisions.2 

2. Filter Specifications 

Each aircraft in the SECANT system contains both an interrogator and 
a transponder. It must periodically send out pulses ("probing" or in- 
terrogating) and receive replies from other nearby aircraft. Also, it must 
listen for probes from other aircraft and send back replies ("remitting" 
or transponding).r 

The SECANT system operates at L -hand (1.595 to 1.620 GHz), with 
1-µs probes, and replies on 24 different frequencies (1 MHz apart) with 
pulse repetition rates up to 1000/sec. Each SECANT equipped aircraft 
selects a set of 12 frequencies depending on its altitude (low band < 
10,000 ft. or high hand > 10,000 ft.). The 12 frequencies selected are 
divided equally into two antenna fields for the top and bottom of the 
aircraft. Each antenna field is composed of two probe frequencies (P and 
Q) and a corresponding set of four reply frequencies (P+, P- and Q+, Q-). 
Probe frequencies are randomly selected between P and Q in order to 
establish a correlation procedure for distinguishing between desired and 
undesired replies» 

Signal processing in the SECANT receiver starts with a mixer gen- 
erating a common i -f between 54 to 64 MHz for each of the antenna 
fields. Pulses pass through a broadband limiter to reduce the dynamic 
range from 60 to 9 dB without introducing significant distortion into the 
essentially rectangular 1-ps pulse envelopes. A bank of six microsonic 
filters separates the input pulses into channels (P, P+, p-, Q, Q+, Q-) 
depending on the frequency contained within the envelope. At i -f, the 
six channels are centered at 55 (P), 56 (Q), 59 (P+), 60 (P-), 63 (Q-), and 
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64 (Q+) MHz. The response of each channel filter has to match the fol- 
lowing list of specifications l'or the input of the 1-ps probes and 
replies. 

(1) Resonant pulse response shall not be significantly stretched. Max- 
imum 0.5 amplitude (-6 dB from peak response) envelope pulse width 
shall not exceed 1.35 ps, while the maximum 0.22 amplitude (-13 dB 
from peak response) shall not exceed 2.0 ps. 
(2) Adjacent channel response (at ± 1 MHz intervals) shall not exceed 
0.25 (-12 dB from peak resonant response). 
(3) Resonant pulse response delay, from leading edge of the input pulse 
at half amplitude to leading edge of output pulse at half amplitude, shall 
he 1.80±0.05µs. 
(4) Continuous -wave adjacent channel and out -of -band response shall 
he less than 0.03 (-30 dB from peak resonant response). 
(5) Satisfactory performance is required over a temperature range from 
0 to 80°C. 

In the first two generations of SECANT hardware, the specifications 
were reasonably matched by employing five -pole Butterworth 
lumped -element filter designs.' Maintaining the equal time delay ((3) 
above) for all the channels was one of the most difficult design problems 
to overcome. Compensation for delay variations in the filter designs was 
required. Adjustable video delay lines had to be inserted in each channel. 
Specification (2) relating to adjacent channel response was only margi- 
nally matched. Furthermore, the Butterworth filters were nonrepro- 
ducible, bulky, and expensive. These disadvantages combined to make 
the filters unacceptable for the third -generation hardware, SECANT 
VECAS (M/A.2 Microsonic filters, on the other hand, were found to be 
much more acceptable in response characteristics, reproducibility, size, 
and cost. 

3. Microsonic Filter Design 

Microsonic bandpass filters are currently under investigation in various 
laboratories. A significant effort has been aimed at the design of band- 
pass (continuous wave) filters. However, the synthesis routines that have 
been developed for such filters are not adequate for designing pulse - 
response filters, mainly because the input signal may he too short to 
generate an acoustic wave spatially long enough to encompass the entire 
length of the output transducer. Consequently, the response of the 
transducer to such a pulse has to he calculated as the sum of the re- 
sponses of the finger pattern overlaps that are actually activated as the 
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acoustic pulse travels through the transducer. The same is true for the 
evaluation of the transient response of a microsoiic handpass filter. 
Effects of rapid changes in the frequency and/or amplitude content of 
the input signals cannot be calculated by standard cw formulations. 

The pulse response. or time response, of a specific filter pattern can 
be determined with the aid of Fourier Transforms 3 

f ( t - F - I if (f )pu Lce X f (l ).+en der f .f ) receiver ) [ 11 

In principle, if any combination of three of these variables can be spec- 
ified, then the remaining variable can be evaluates. For the SECANT 
filter( ),pse, f(f)pulse, and f(f)sender can be specified provided the 
following is required: (a) only specification (1) regarding output pulse 
shape need he satisfied, (h) only responses for input envelopes containing 
the synchronous frequency modulation need be considered, and (c) only 
one pre -selected uniform sending (input) transducer is used. Under these 
conditions. f(f)receiver can he evaluated and its inverse transform can be 

used to specify the apodization function for the finger overlap pattern 
of the receiver t ransducer. Unfortunately, the retraining specifications 
also have to be satisfied. For example, specification (2) (adjacent channel 
response) may not be simultaneously satisfied with the previous con- 
ditions because f (f ),I.,.e in Eq. [ 1 J is now different for the different fre- 
quency input pulses (corresponding to the various adjacent channel 
frequencies), and the response maximum will pn)hably exceed the al- 
lowable -12 dB. In general, specification (2) can he achieved only at the 
expense of specification (1) and a compromise has to be established. The 
adjacent -channel response maximum can be lowered by stretching out 
the response time. This can be accomplished by changing the overlap 
pattern and increasing the time length of the transducer. The resonant 
response, however, is also stretched by this change. and specification (1) 

may be violated. Furthermore, specification (4) (cw response) may play 
a role, because the cw response is also determined by the transducer 
patterns. The cw response f (f )response can he evaluated by taking the 
inverse transform of Eq. 11] and eliminating f (f)rrse by setting it equal 
to a constant, which is the case when the reponse is calculated during 
the time in the center of a very long input pulse. Specification (4) cannot 
he satisfied if the receiving transducer is much less than 2 ps, because 
the trap bandwidth and out -of -band rejection is generally inversely 
proportional to the transducer length. 

The above discussion clearly indicates the necessity of a trial and error 
synthesis technique where various tradeoffs in :he specifications have 

to he evaluated. Our procedure was to select a pattern for the receiver 
transducer and evaluate Eq. [1[ for the various responses corresponding 
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to specifications (1), (2), and (4). The best compromise filter design was 
then selected. 

A computer program had to he written. Mathematically, the program 
calculates Eq. (1 I completely in the time domain by evaluating the time 
convolution integrals for input pulse and the sender transducer, and the 
result is convoluted with the receiver transducer.3 

or 

f(t )response = (f(t)pufse * f(t)sender) * f(t)receiver [2] 

v(t) = [ex(+iwxt) 

NSlmaxl NpS(max) 
X ( OLAPs(Ns) exp(-iwxNs/2Fo) b(NT 

\ N,a=O Nps=O 

-NPs-Ns)) 

X 
NpH(maxl 

OLAP{(NR) exp(-icoxNR/2Fo) ó(NT 
NR=O NpN==O 

-NPR-NO] 

where 

12a1 

t = IN + (2L/X0)] 1/2F0 = digitized time, 
L= center -to -center distance between the transducers, 

F0 = synchronous frequency of the transducer patterns, 
)o = synchronous frequency wavelength, 

NT = running integer to digitized time, 
Ns(max) = NFS-1 = number of sender fingers -1, 
NR(max) = NFR-1 = number of receiver fingers -1, 

OLAYs(Ns) = (-1)NS = overlap values for the uniform sender, 
OI,APR(NR) = arbitrary overlap weighting function for the receiv- 

er, 
cox = 2/rFx for the frequency Fx contained in the pulse en- 

velope, 
Tx = time of rectangular input pulse, 

Nfs(max) = 2FoTx = digitizing integer for pulse width at the 
sender, and 

NpRlmax) = NPs + (NFS-1) = digitizing integer for expanded pulse 
width at the receiver. 

The time response in Eq. Pal was digitized into integer (NT) multiples 
of time 1 /(2F0) corresponding to a travel distance of the acoustic wave 
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equal to A0/2, which is the distance between adjacent overlaps in the 
sender and receiver patterns assuming that both have the same F0. 

A Gaussian apodization function was found to yield an acceptable 
compromise for the filter specifications: 

OI.APAN?r) = (-1)" exp[-A((NFR-1)/2 - Nrr)2] [31 

where NI? = 1 is the first overlap value nearest the sender and N,1 = 
NFR-1 is the last overlap value. The value of A was chosen to make 
OLAP, (1) = 0.1 times the tallest overlap, which is taken as unity. In 
general, a larger OLAPI1 (1) improves the adjacent channel rejection but 
also stretches the resonant pulse width. 

The sending transducer should have as few fingers as possible in order 
to minimize the stretch of' the input pulse. Radiation impedance of the 
device, however, is inversely proportional to the square of the transducer 
length and a compromise has to be established again. Specification (5) 
relating to temperature effects requires the use of ST -cut quartz as a 

device substrate because it has the best temperature coefficient behavior, 
leading to an essentially zero coefficient for the resonant frequency of 
the transducers. Unfortunately, the radiation impedance of a uniform 
transducer on quartz is very high unless the number of fingers is at least 
30. The compromise was to select the time length of the input transducer 
at about 0.31 ps. This corresponds to uniform transducers with 35 fingers 
for the 55 and 56 MHz filters, 37 for the 59 and 60 MHz filters, and 39 
for the remaining two filters. The acoustic waves generated by these 
transducers (j(t'input * j(1 )sender) are stretched by the time length of the 
transducer so that the pulse length, from the start to finish, is about 1.31 
ps for each SECANT filter instead of the 1µs specified for the electrical 
input pulse. This corresponds to an acoustic pulse entering the receiver 
with a half amplitude width of about 1.15µs. 

The choice of the Gaussian apodization function for the output 
transducer was determined through trial and error techniques. In order 
to match specification (2), the sum of the adjacent channel responses 
due to the overlaps covered by the acoustic pulse as it penetrates the 
transducer has to alternately increase and decrease such that the peak 
amplitude remains low. This requires that the apodization function build 
up gradually. An endless variety of apodization functions matching this 
condition can be employed. Each design will result in slightly different 
responses which will compromise the specifications. Table 1 demon- 
st rates this effect for the design of' the 55 MHz filter employing a uniform 
sender with 35 fingers and the various apodized receivers listed. Filter 
(1) represents the Gaussian distribution actually selected for the SE- 
CANT design. Specifications (1), (2), and (4) (relating to shape, adjacent 
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channel response, and cw) are satisfied. Specifications (3) and (5) (delay 
time and temperature) will be equally satisfied by all of the filter designs. 
Improvement in specification (2) can be obtained, but only at the ex- 
pense of specification (1). In general, the longer the filter, the better 
specification (2) will be matched. This is demonstrated by the next two 
filters in the table, which employ stair -step apodization functions of 2 - 
and 3-ps lengths. The adjacent channel response improves from -15.6 
to -19.2 dB, but the -6 dB width of the output pulse increases from 1.48 
to 2.05 ps. A compromise stair -step design leading to acceptable speci- 
fications (1) and (2) responses is demonstrated by filter (4) which is 1.6 
ps long. The problem with this filter, however, is its relatively large cw 
responses for signals outside the ± 1 MHz hand. The last filter shown 
differs from all the others in that its design is based on a cw procedure. 
The apodization is a Hammond weighted cosine function. In this case, 
the adjacent channel pulse response is too large. 

Another filter configuration worth mentioning is one comprising only 
uniform transducers. The best choice for the SECANT filters is for both 
the sender and receiver transducers to he the same and 1 ps long (NFS 
= NFR = 2F0(1 µs) + 1). The pulse response of these filters will satisfy 
the specifications (-6 dB width = 1.3 ps, -13 dB width = 1.85 ps, and 
adjacent channel response = -13.5 dB) but, unfortunately, the cw out - 
of -band response cannot be matched (maximum response is about -27 
dB) even though the adjacent channel cw responses are zero. 

The Gaussian function, filter (1) in Table 1, obviously represents the 
best compromise to the filter specifications. Each of the SECANT filters 
were designed with this function, as expressed by Eq. [3). The time length 
of the filters are all set at approximately 2 ps which corresponds to 221 
for the 55 MHz, 225 for the 56 MHz, 237 for the 59 MHz, 241 for the 60 
MHz, 253 for the 63 MHz, and 257 for the 64 MHz filter. 

Matching the time delay specification, specification (3), for a micro - 
sonic filter is relatively easy. The time delay is directly related to the 
center -to -center distance between the sending and receiving transducers. 
A delay of 1.75 ps was selected for the time as measured at the half am- 
plitude points of the pulse. The delay was intentionally selected short 
by 50 ns in order to accommodate an expected delay, which will be 
present in the input and output series tuned circuits. A center -to -center 
distance of 1.9 is for the transducers yielded the desired delay. 

The impedance of the transducers is controlled, of course, by the finger 
pattern and the aperture of the transducer. Since the pattern ís defined, 
only the aperture can be varied. A 200 mil (0.5 cm) aperture was selected, 
which results in series equivalent radiation resistance and capacitance 
of about 16 ohms and 4.5 pF for the uniform and 20 ohms and 16 pF for 
the apodized transducers. An intentional mismatch, to the 50 ohm 
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generator and load impedance, is employed as a means to suppress triple 
transit responses characteristic of microsonic filters. Power insertion 
loss of the filters at synchronous frequency in a series tuned input and 
output configuration is expected to be about 17 dB (5 + 7 + 5 dB for the 
input circuit, transducer, and output circuit losses, respectively) for cw 
operation and about 19 dB for operation with the specified synchronous 
input pulse (the transducer loss increases to about 9 dB because the 
acoustic pulse is too short to ever completely excite the receiver pat- 
tern). 

The overall dimensions of the complete filter pattern are approxi- 
mately equal for all of the SECANT filters. The time length is about 1.9 
µs center -to -center distance plus half the sum of the transducer 
lengths: 

Time Length - 1.9 + (0.31 + 2.0)/2 = 3.15 ps, 

which equals about 400 mils (1 cm) for the length and approximately 300 
mils (0.75 cm) for the height, 200 mils (0.5 cm) of aperture, and 50 mils 
(1.25 mm) each for the contacts. The quartz crystal size required, how- 
ever, is about 600 mils (1.5 cm) long by 400 mils (1 cm) wide. The extra 
length is used for an acoustical absorber material to help eliminate the 
possibility of reflections from the crystal ends and the extra height for 
spare room. 

4. Microsonic Filter Fabrication 

Microsonic filters for SECANT employ interdigital patterns involving 
about 275 fingers of aluminum approximately 13µm wide and 0.15 pm 
thick on 13 pm centers. Fabricat ion requires a series of specific operations 
that had to he developed for the polished (3 -pm finish) ST -cut quartz 
substrates employed.* These included substrate preparation, aluminum 
metalization, photoresist processing, chemical etching, mounting, and 
wire bonding. 

Substrate preparation is important, since the presence of any residue 
dust on the substrate surface will degrade the line definition. Fortu- 
nately, quartz is not ferroelectric and has a low dielectric constant, which 
reduces the chances for electrostatic attraction of particles. In addition, 
the material is relatively inert and can be cleaned in acids. Satisfactory 
preparation is achieved by placing the wafers in a teflon fixture and 
boiling them in .1-100 resist strips at 125°C. Sequential rinsing in 
methanol, acetone, and propanol completed the cleaning process. 

Valpey Fisher Corporation, Hopkinton, Massachusetts. 
t IRCL Laboratories, Richardson, Texas. 
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Fig. 1-Photomicrograph of the transducer patterns for the 55 -MHz SECANT filter. 
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Fig. 2-Complete SECANT filter assembly including series tuned input and output coils. 
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Metalizat ion is accomplished by a slow electron -gun evaporation of 
aluminum from a molten pool contained in a carbon boat. Substrate 
temperature is maintained at 150°C during the evaporation in a vacuum 
of less than 3 x 10-6 torr. A film thickness of 0.15 pm is deposited in 
about 1-2 minutes. 

Shipley 1350B diluted 80/20 with thinner is used as the photoresist 
material. The mixture is filtered to remove any trace of solid impurities 
and dispensed directly from a syringe to a 5000 rpm spinning substrate 
to obtain a thickness of about 1 pm. A 75°C bake follows for about 15 
minutes. An emulsion mask of the device pattern is set in place with a 
Kasper mask aligner and exposed for about 7 seconds with a Preco 
Hg -arc light source. The pattern is then developed with Shipley devel- 
oper diluted 1:1 with H20. Optimum reproduction is achieved by beaker 
developing for 15 seconds, followed by spray developing until the entire 
pattern is clear. The wafer is then immersed in DI water and baked at 
75°C for 15 minutes. 

Beaker etching at 40°C with a mixture of HNO3, H3PO4, and acetic 
acid is used to define the pattern. Chemical etching, however, often leaves 
shorts in the pattern due to masking of H2 bubbles, which adhere to the 
Al in the viscous etch. This is alleviated by numerous short etches and 
rinsing to remove the trapped gas. The finished wafer is carefully 
water -rinsed to remove any traces of acid. The photoresist is removed 
with acetone and the wafers inspected for electrical shorts. 

A photomicrograph of the pattern for the 55 -MHz SECANT filter is 
shown in Fig. 1. A standard lambda/4 device with dummy fingers is used. 
Each finger and spacing is 14.35 pm. The other higher frequency filters 
are similar except that the number of fingers increases and the wave- 
length decreases. 

The filters are individually cemented with General Electric RTV108 
to a precut epoxy -glass board equipped with gold -flashed circuit paths 
and recesses for the tuning inductors. Aluminum 25 -pm wire is ul- 
trasonically bonded to the pads and contact areas of the device. About 
five wires are attached to the contacts of the uniform transducer and 16 

to those of the weighted transducer. Bonding wires are kept as short 
(about 0.5 cm) as possible. Toroidal inductors with powered iron cores 
(Micrometals T44-6) are set within the recess areas and connected in 
series with the transducers. Each was trimmed by turn -spreading to 
obtain zero phase angle for the impedance of the circuit at the center 
frequency of the filter. The RTV 108 is applied to cement the inductors 
in place and to secure the inductor setting. An operating Q at center 
frequency of approximately 140 was obtained. The cement is also used 
as the acoustic absorber material at the ends of substrate. A photograph 
of a completed filter assembly is shown in Fig. 2. 
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5. Microsonic Filter Performance 

A complete SECANT detector module requires eight filter assemblies, 
two each at 55 and 56 MHz and one each at 59, 60, 63, and 64 MHz. The 
extra two filters are used in the two different antenna fields for the top 
and the bottom of the aircraft. The outputs of the filter assemblies are 
connected directly to a 50 -ohm detector IC with a maximum wire length 

--- THEORY 
EXPERIMENT 

55 MHz 
PULSE . 

Fig. 3-Resonant and adjacent channel response characteristics for the 55 -MHz SECANT 

filter. 

of' about 1.5 cm. The input of the filter assembly is paired with another 
assembly by using two quarter -wavelength RG178B coax cables con- 

nected in parallel at the input signal source.2 
Each filter assembly was measured and recorded photographically 

using an attenuation -substitution technique. A Tektronix 454 oscillo- 

scope was used at a constant gain setting of 5 my/div. The performance 
of the microsonic filters came close to the theoretical predictions. Table 
2 gives response data for the six different frequency filters. A comparison 
with the filter specification list indicates that all of the filters matched 
the specifications, with the possible exception of 12 -dB adjacent -channel 

rejection. This specification had to be compromised with the specifica- 
tion relating to the 1/2 width spread of the pulse. Figs. 3 and 4 show the 
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experimental pulse response data for the 55 and 64 MHz filters compared 
to the theoretical predictions calculated using Eqs. [2] and [3]. The match 
is reasonably close except towards the end of the pulse where higher than 
anticipated responses are obtained. These responses are due to internal 
reflect ions oft he acoustic pulse as it passes through the transducer. The 
effect can he eliminated by changing the design to a lambda/8 pattern 

----THEORY 
EXPERIMENT 

. 
1 

/ . 30 

64 MHz 
PULSE 

63MHz 

., 1 1 1 1 1 I 

2.0 3.0 3 8 
TIME(µs) 

Fig. 4-Resonant and adjacent channel response characteristics for the 64 -MHz SECANT 
filter. 

(each lambda/4 finger is replaced by two lambda/8 fingers spaced 
lambda/4 apart). This solution was intentionally avoided because it 
complicates the fabrication of the filters. The masks needed for the filters 
are photored actions of enlarged patterns generated by a mechanical 
(digitally positioned) pattern -making machine. These instruments 
necessarily have a minimum incremental step distance, which limi rs the 
allowable finger pattern periodicity that can he generated. The period- 
icity of the filter pattern has to be accurate to within about 0.05% in order 
to match the specification relating to adjacent -channel response. The 
resonant frequency of the filters has to be maintained to within ± 25 
K H z. 

402 RCA Review Vol. 37 September 1976 



MII:HUJUNII, 

6. Conclusions 

An analytical method to evaluate the response characteristics of 
microsonic filters under pulse or transient excitation is presented. A 
synthesis procedure is established and used for the design of microsonic 
pulse response filters to replace lumped element five -pole Butterworth 
filters currently employed in the second generation hardware for SE- 
CANT. A set of six such filters, at different frequencies. has been suc- 
cessfully incorporated in the third -generation hardware, SECANT 
VECAS GM/A. Prototype systems of this hardware have been delivered 
to the U. S. Government for evaluation.' Measurements on the systems 
indicate that the performance of the filters is excellent. Furthermore, 
the filters proved to be reliable. relatively inexpensive, extremely com- 
pact, and very reproducible. 
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A New Generation of MOS/Bipolar Operational 
Amplifiers 

Otto H. Schade, Jr. 

RCA Solid State Division, Somerville, N. J. 

Abstract-This paper discusses differences among the various emerging FET/bipolar 

technologies. It is argued that MOS/bipolar technology provides extended per- 

formance for low-cost high -yield linear IC's and that ít will, therefore, coexist with 

"standard" bipolar processes. 

Introduction 

Until recently, the development of the monolithic operational amplifier 
(op -amp) could broadly be characterized as the use of new circuit tech- 
niques to achieve improved performance. The classical op -amp char- 
acteristics evolved from the circuit developments introduced by industry 
types 101, 108, and 741, and designs were then diversified for special 
applications such as high slew rate, programmability, ground -referenced 
sources, instrumentation use, micropower operation, and the like. Recent 
literature has comprehensively reviewed the elements of monolithic 
op -amp design.' Performance improvements have also been realized with 
super -beta transistors, which brought input -bias current into the na- 
noampere range, but the most dramatic changes have been brought 
about by recent technology advances. At the 1974 International Solid - 
State Circuits Conference, several manufacturers described2-4 efforts 
in FET/bipolar circuit design, and new JFET/bipolar and MOSFET/ 
bipolar op -amps were forecast. 

This paper discusses the performance characteristics of' several new 
MOS/bipolar amplifiers, how they compare with present monolithic 
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bipolar and JFET amplifiers, and what their future role appears to be. 
Three MOS/bipolar (BiMOS) monolithic circuits will serve to illustrate 
varied applications of bipolar and MOS devices in op -amp design: 

(1) The "3100" is a wideband op -amp using PMOS enhancement de- 
vices for level shifting and output functions; it attains a 38 -MHz 
unity gain crossing in contrast to the 1-MHZ figure of a lateral 
p -n -p transistor. 

(2) The "3130" features a MOSFET input stage made possible by a 
new CMOS/bipolar process.5 It combines high impedance, low - 

current MOSFET input, and low cost.67 The amplifier has the 
ability to operate single supply with ground -referenced sources, 
and the CMOS inverter output provides a rail -to -rail swing for 
loads such as CMOS logic. 

(3) The "3140", which is self -compensated, offers the input charac- 
teristics of the 3130 coupled with a broadband bipolar class AB 
output capable of sinking loads to the negative rail. Its internal bias 
circuit permits operation from 4 to 44 volts, single or dual supply, 
maintaining essentially constant speed, gain, and bandwidth over 
that range. 

p -CHANNEL SOURCE 
B SUBSTRATE 

p -CHANNEL 
GATE 
p - CHANNEL 
DRAIN 

EMITTER 

BASE 

of COLLECTOR 

n -CHANNEL SOURCE 
B SUBSTRATE 

n -CHANNEL GATE 

n -CHANNEL 
DRAIN try* I 

n/ p n+ p p 

Fig. 1-Structural cross -sections of MOS/bipolar devices. 

2. FET/Bipolar Monolithic Amplifiers 

Fig. 1 shows structural cross sections of bipolar and MOS devices. The 
PMOS substrate is an N-epitaxial isolation "boat"; the p -type source 
and drain are formed from the 2(X) ohm -per -square bipolar base/resistor 
diffusion. The NMOS device is also built in isolated n-epi, with a p - 
substrate ion implant containing n+ emitter diffusions for source and 
drain. Gate oxide thickness is 1000 A, thresholds are 1.7 volts, and a 
typical channel length is about 0.3 mil. A device having 1000 micromhos 

RCA Review Vol. 37 September 1976 405 



R
4 

73
0 

1R
6 

N
O

N
 -

IN
V

E
R

T
IN

G
 

IN
P

uT
 

0-
 

IN
V

E
R

T
IN

G
 

IN
P

U
T

 

12
K

 

01
1 

6
 

R
7 

IO
K

 

Q
23

 

01
4 

0 
5 

R
IO

 
R

11
 

20
0 

20
0 

02
1 

01
2 I
r
 

02
0 

R
2 

so
 n

 
R

14
 

I
K
O
 

R
i3

 
20

 
R

1S
 

p 
F

ig
. 

2-
C

A
31

00
 w

id
eb

an
d 

op
er

at
io

na
l 

am
pl

ifi
er

 s
ch

em
at

ic
. 

01
 

02
 

01
6 

01
9 

R
16

 
IS

O
 
n 

iR
 7 

60
0 

II 

03
 

R
1
 

25
4 

4 

D
I 

V
+

 

0 

R
2 

R
3 

A
 

no
n 

lo
on

 

02
 

U
 

O
U
T
P
U
T
 

T
oo

l - 

0 

0,
7 

01
3 

48
 

20
00

 

D
S

 

P
H

A
S

E
 

R
9 

20
01

1 
C

O
M

P
E

N
S

A
T

IO
N

 

O
lé

 

R
19

 
60

0 
II 

IS
O

 

O
F

F
S

E
T

 
N

U
LL

 

0 0 
O

F
F

S
E

T
 

N
U

LL
 

A
N

D
 

P
H

A
S

E
 

C
O

M
P

E
N

S
A

T
IO

N
 



MIYIrUrILI \J 

transconductance at 2 mA is readily built in a 7 X 10 -mil isolation 
boat. 

The 3100 amplifier schematic is shown in Fig. 2. The npn input stage 
is followed by a buffered grounded -gate PMOS pair that terminates in 
a bipolar mirror. Level shifting is therefore accomplished without the 
phase -shift limitations inherent with pnp lateral devices. The output 
stage employs a PMOS/npn-mirror composite as a p -type source fol- 

Fig. 3-The CA3100 chip. 

lower, idling at 2 mA with 30 mA peak capability. Emitter and mirror 
ballasting provide for a stable response through a 50 MHz bandwidth. 
Fig. 3 shows the 53 X 60 -mil chip. 

The 3130 schematic is seen in Fig. 4 to be very simple for a three -stage 
operational amplifier. Division of input PMOS channel currents is es- 
tablished by an npn mirror that has been degenerated to improve balance 
and noise. The second bipolar gain stage provides for Miller compen- 
sation, and the output is a CMOS inverter. The NMOS imposes a 
breakdown limitation; about 18 volts VS for the 3130, although sub- 
sequent structural improvements would permit a 30 -volt rating. How- 
ever, power dissipation in such an inverter would he excessive, due to 
the high idling currents. The 59 X 69 -mil 3130 chip is shown in Fig. 5. 

The cross -coupled input stage is composed of six separate PMOS's; the 
npn mirror (center of chip) and degenerating resistors are also cross - 
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coupled to remove first -order temperature gradient effects. The inverter 
NMOS is the lower of the two MOS's at the far right. 

Particular attention must be paid to input- and output -stage design 
in order to obtain extended performance in an FET/bipolar amplifier. 
The low transconductance of an FET introduces potential compromises 

r- 
BIAS CIRCUIT I CURRENT SOURCE FOR O6 AND 07 I CURRENT-SOJRCE 

LOAD« FOR 011 

ZI 83v 
D2 

D4 

I01 

40411 
R2 I 

L --J1 
1 .TNPUT STAGE 

DS D6 

NON-INV. 
INPUT 

INV.-INPUT 

0- 
06 

D7 

07 

DB 

L 

R3 
Ikn 

09 010 

R5 R6 
k11 Ik11 

R4 
1411 

03 

05 

SECOND 
STAGE 

OUTPUT 
STAGE 

08 I 

HI h- 
IOUTPUT 

J- 

J L. 

GI2 

011 

(:)..OFFSET NULL -4-O-COMPENSATION 

Fig. 4-CA3130 MOS/bipolar operational amplifier. 

ST ROBING 

J 

V 

in power dissipation, offset voltage, temperature drift, and bandwidth. 
Intermediate amplifier stages and bias circuitry employing enhancement 
FET's can be designed with familiar bipolar techniques. JFET devices 
may require greater design efforts. For example, a current -mirror am- 
plifier is not readily designed using a depletion device, since the gate 
potential of the standard configuration falls "outside" the supply rails 
to which sources are connected. A MOSFET gate may be overdriven in 
both positive and negative directions with respect to the source, without 
introducing a forward -biased junction (or any junction, for that matter). 
The use of dc feedback in .JFET circuits supports the contention that 
the present state of the processing art permits closer control of MOSFET 
threshold (a few tenths of a volt) than JFET pinch -off voltage, thus 

408 RCA Review Vol. 37 September 1976 



AMPLIFIERS 

simplifying device biasing, level shifting, and common -mode range 
control. 

In an amplifier having a simple input stage design, a rough measure 
of FET transfer -characteristic control is reflected in common -mode 
voltage and open -loop gain specifications. A design employing do feed - 

Fig. 5-CA3130 chip (input pair at lower left). 

back (such as the LF356) can correct for pinch -off voltage spread; the 
potential impressed across a JFET current generator (sink) being 
compared to a series combination of bipolar base -emitter junctions and 
emitter resistor. However, the "error" due to pinch -off variations is now 
translated to changes of input -stage current. In addition, the error takes 
on the temperature dependence of the loop components. Evidence of 
such behavior is suggested by the published data for open -loop gain 
characteristics (Fig. 6). In contrast, the 3140 MOSFET input stage is 
quite stable, being operated at a current level where the transfer -char- 
acteristic temperature coefficient is essentially zero. The selection of 
op -amp compensation net -works is therefore straight -forward, and the 
negative -rail common -mode range is readily defined. 

3. Differential FET Inputs 

In general, the application of MOSFET pairs as monolithic op -amp in - 
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puts has demanded relatively large -area devices in order to obtain good 

transfer -characteristics match (without trimming) and acceptable 
transconductance. The relatively low transconductance of any mono- 
lithic FET is a disadvantage because, by definition, the input difference 
signal required to achieve current "balance" tends to be large. For ex- 
ample, a transconductance of 400 micromhos at 100 µA drain current 

125 

115 

105 

95 

LF 356 RL 2N 

- 55T 
+25C 

+125C 

0 ±10 ±20 
SUPPLY POTENTIAL -VOLTS 

110 

1Óo 

90 

CA3140 RL2K 

,.-= 55C 
...._+ 25C . 

+12sc 

0 ±10 ±20 
SUPPLY POTENTIAL -VOLTS 

Fig. 6-Gain variations in JFET and MOSFET amplifiers. 

requires 1 mV of signal to respond to a change of only 0.4µA; that is, 0.4% 

/s/mV. In contrast, a bipolar device responds with 4% 1c/mV. Not only 
must the FET pair be better matched than its bipolar counterpart, but 
the circuit means for establishing the drain currents must also be closely 
controlled. The criteria may be extended to include temperature drift 
and long-term stability as well. 

Current practice in both MOSFET and JFET technologies requires 
large devices for low offset temperature drift. Noise performance is also 
improved, although the JFET's used in recent monolithic amplifiers are 
clearly superior to both their predecessors and the MOSFET in this 
respect. Disadvantages of large device pairs are higher parasitic capac- 
itances and, in the case of JFET's, increased junction leakages. Although 
the MOSFET requires input protection from excessive voltage tran- 
sients, the leakage associated with monolithic protective networks can 
be small in comparison and is unrelated to FET size. 
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MOS/bipolar technology provides means for building protective diode 
networks superior to those made with the standard CMOS process. In 
essence, the diode and its series resistance are placed in shunt with the 
gate/channel oxide. To be effective, a diode must turn on early in the 
static pulse, and its series resistance must be low enough that the po- 
tential impressed across it does not exceed the dielectric strength of the 
oxide. Bipolar emitter/base diffusions produce relatively fast diodes 
having several tens of ohms resistance rather than several hundred (as 

occurs in a standard CMOS process) and protect against current pulses 

Table 1-Comparison of Input Characteristics of Bipolar and FET-Input 
Amplifiers 

Type 

Input Offset (mV) Drift 
Typical 
(µV/°C) 

Temperature 
Range 

(°C) Typical Max 

318 
324 
308 
741C 

3100 

4 
2 
2 
2 
1 

Bipolar Amplifiers 
10 

7 
7.5 
6 
5 

- 
7 
6 - - 

Oto +70 
0 to +70 
0 to +70 
0 to +70 

-55 to +125 

FET-Input Amplifiers 
8007M/8007C 10/20 20/50 75 (max) 0 to +70 
AD540J - 50 20 0 to +70 
CA3130 8 15 10 -55 to +125 
CA3140 5 15 10 -55 to +125 
CA3140A 2 5 10 -55 to +125 
LF356 3 10 5 0 to +70 

up to an ampere or more. Laboratory tests simulating static body dis- 
charges have shown MOS/bipolar-protected MOSFET's and .IFET's 
to be similarly resistant and the 3130 is excellent in this respect. The test 

results are in general agreement with the observations of Kirk et al on 

static -induced damage of various semiconductor devices.8 
A comparison of some "commercial grade" bipolar- and FET-input 

amplifier offsets, drifts, and temperature ranges is given in Table 1. It 
is seen that recent FE'I' designs offer a performance approaching that 
of bipolar op -amps. Figs. 7 through 10 show laboratory measurements 
from which one may deduce offset drifts of the 356, 540J, 3130, and 3140 

types. They appear to be representative of that characteristic, although 
the spread of voltage should not be construed as typical because of the 
small sample size. Published input bias currents are compared in Fig. 
11, showing the expected advantage for the FET's. The translation from 
the published data for the 356 (which gives case temperature rather than 
common ambient temperature) was corroborated by spot-checks in the 
laboratory. It could be argued that in order to achieve good offset spec - 
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.100 +125 

ifications, the large -area HET has sacrificed an order of magnitude 
increase in input bias. 

A practical consideration for cost -sensitive applications is common - 
mode input range, particularly for single -supply operation. Fig. 12 shows 
the permissible operating range of the bipolar and FET-input amplifiers. 
It is seen that even though a gate/source bias potential may he large 
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Fig. 11-Typical input bias currents (see text). 
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-I V 

3V - -4V- 
5V 

V - 
Fig. 12-Guaranteed common -mode input range. 

compared to a base/emitter offset, satisfactory input ranges can still he 
achieved. The enhancement PMOS, in particular, readily provides the 
negative -rail capability of the 324, and in addition maintains output 
signal sense during overdrive. 

Published equivalent input noise voltage with 100 -ohm source resis- 
tance is shown in Fig. 13. The 3140 MOSFET pair is larger in active area 
than the 3130 and does exhibit slightly lower noise, although both types 
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Fig. 13-Typical equivalent -input noise voltages. 
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are poorer than the 8007 and 540 JFET's. The LF356 shows markedly 
lower noise than any of the other types. For source resistances around 
1 megohm or more, the MOSFET no longer suffers a disadvantage. Al- 

though it would he possible to reduce 3140 noise by further increases in 

channel area, the concurrent increase of input capacitance permits only 
modest reductions before speed and bandwidth are affected. 

Stability of input offset during life is an important consideration for 

an FET-input amplifier, but little data has been published by manu- 
facturers. MOSFET life drift, in particular, is known to be sensitive to 
impurities at the gate -oxide interface (a mechanism not found in the 
HET); good performance demands a well -controlled manufacturing 
environment. As a general observation, inputs run at the low (0 -volt) 
differential stresses that prevail during a linear operating mode usually 
show 1 to 2 mV drifts in 1000 hours at 125°C, and less than 1 mV drift 
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Fig. 14-Typical CA3130 offset voltage life -drift. 

with amhients below 85°C. A large differential stress, such as encoun- 
tered in comparator operation, can cause substantially greater drifts at 
125°C (see Fig. 14). Additional tests show that stress -induced shifts 
anneal out when the voltage is removed. Published data on JFET-input 
characteristics9 indicates the AD503 may drift a few mV in several 
thousand hours, although temperature and voltage were not specified. 
In comparison, bipolar offset drifts are commonly less than a few tenths 
of a mV in several thousand hours. 
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4. Wideband MOSFET Outputs 

Simplified equivalents for the output stages of types 741, 31()0, 3130, and 
3140 are shown in Fig. 15. The Class AB emitter follower (type 741) has 
an idling current regulated by the current -source level and some form of temperature -tracking network Z between the transistor bases. The 
phase -shift limitations of the monolithic pnp are avoided with a com- 
posite PMOS/npn output device in the 3100, so that current sinking may he accomplished without excessive gate-source driving voltage. Stable 
performance is attained through 50 MHz bandwidth by judicious choice 

741 3100 

3130 3140 
Fig. 15-Simplified output stage configurations. 

of bias currents in both n and p legs, but voltage swing to the negative 
rail is inferior to that of a high-transconductance bipolar device. This 
limitation is not so important in an amplifier for video and similar sig- 
nal -processing applications, but becomes a poor compliment to an input 
stage having negative -rail capability. The 3130 employs a CMOS inverter 
stage, so that moderate loads may be handled with voltage excursions 
close to both rails. The Class A biasing (derived by merely tying the gates 
together) depends upon the potential between supply rails, and is not 
practical for a large range of supply voltages because of power dissipation. 
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In addition, large voltage excursions are quite nonlinear and poorly 

suited for fast transient response. Advantages are the accuracy potential 

in follower operation,10 the simplicity of power boosting by paralleling 

3600 inverter -array stages, and ease of driving CMOS logic. 

The 3140 employs a broadband output stage having unique properties. 

In the equivalent circuit shown, a constant current generator (sink) es- 

tablishes the idling current, and an additional "dynamic" sink responsive 

to signal voltage level provides for load current pull down. The theo- 

retically more -desirable conventional Class B circuits which are re- 

sponsive to the current level of the load introduce a transistor "sense" 

junction that precludes the ability to pull down within logic levels of the 

rail. Resistor R is in effect a low -power dummy load, providing an in- 

creasing load current capability as load potential falls. The circuit may 

be designed with R returned to a reference potential intermediate be- 

tween the rails, in which case for symmetrical dual -supply operation with 

ground -returned load, efficient Class AB operation is obtained. The 3140 

dynamic sink pulls a 2000 -ohm load within saturation potential of the 

negative rail from 4- to 44 -volt supply operation. Sink demands in excess 

of the load requirement are supplied by the npn emitter follower. The 

penalty for load -voltage sensing is a pre -ordained sink -current charac- 

teristic; the mirror demands certain current levels whether the load re- 

sistor is large or small. For this reason, the approach is generally not 

suitable for "micropower" applications when the supply voltages are 

high. The output swing of several amplifiers is shown in Fig. 16, where 

the ability to drive a 2000 -ohm load has become a common specification 

for an op -amp. Similar to the input common -mode comparison, the 

MOSFET amplifier is seen to be competitive with, if not superior to, 

bipolar and JFET amplifiers, a concept that was contested only a few 

years ago. 

5. Extended -Voltage -Range Op -AMP 

The 3140 represents an application of the 3130 input and second stages 

in an extended -voltage -range amplifier (see Fig. 17). Such an approach 

maintains negative -rail input capability, although it puts a burden on 

the input stage to achieve additional voltage gain. Increased transcon- 

ductance-to-capacitance ratio is provided by the input pair (Fig. 18, lower 

left) by further layout refinements. Common -mode input range is im- 

proved by using a bipolar current source; actually cascoded pnp's. The 

3140 bias supply, far left in the schematic, is a mirrored loop that sta- 

bilizes at a current determined by the emitter resistor and PMOS gate- 

source potential. The latter provides a 2.8 -volt "reference", so that rel- 
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Fig. 16-Guaranteed 2000 -ohm output voltage swing. 

atively constant bias currents, gain, and speed are maintained down to 
about 4 volts between supply rails. 

The output stage, as previously described, provides an efficient Class 
AB operation for dual supplies and typical op -amp loads. Typical 3130 
and 3140 output swings are compared in Fig. 19. In addition, the new 
amplifier drives considerably greater load capacitance than the 3130 

Fig. 17-CA3140 simplified schematic. 

418 RCA Review Vol. 37 September 1976 



e+rv1r ur ten., 

ii1[JJI r _ = T _ S 

a1jijL-:! 

r 

1007 tuÍ/' 

Fig. 18-CA3140 chip (input pair at lower left). 

10.000 

6 

4 

> 1000 
8 
6 

J 4 

I J 

o 
IOé 

a 6 

14 

á 2y_6,41) 
'; 
1 
O 

4 

2 

CA3140(POSITIVE) SOURCE / / 
Ji. 

/ 
/ 4y2 JQQc'f\Ai 

Jy 
_y 

V.Pl 

`2l y4 0Qy 

4 
/ \/ 

OF 
/ 

! 

001 2 4 6 801 2 4 6 81 2 4 6 8 ro 

OUTPUT CURRENT-MILLIAMPERES 

Fig. 19-CA3130 and CA3140 typical output swings. 

RCA Review Vol. 37 September 1976 419 



without excessive ringing or oscillation. The laboratory measurements 
in Fig. 20 show that the LF356 and 3140 inverter and follower settling 
times with 2000 ohm/100 pF load are roughly comparable. For small 
signals, the 3140 provides a modest advantage. 
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Fig. 20-LF356 and CA3140 inverter and follower settling times. 

6. Future MOS/Bipolar Amplifiers 

The gestation period of an integrated circuit may be a year or more, 
particularly when it employs a new process. As an example, the 3140 
circuit design had already been established when the 3130 became 
commercially available. Further development of MOS circuits, many 
already thoroughly explored, are therefore presently under consideration 
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Fig. 21-CA3160 chip (input pair at lower left). 

to improve existing amplifiers or for new applications. For example, the 
potential for an MOS/bipolar amplifier to achieve 100V/µsec unity gain 
slew rate is readily demonstrated. In a more compact layout (Fig. 21), 
a 50 pF compensating capacitor has been added to the 3130. The revised 
input -pair design provides a modest improvement in phase margin and 
transient response, exhibiting a lesser and more uniform input offset drift 
(Fig. 22). Another promising feature of this amplifier is a "guard band" 
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wire -bond option, whereby the protective diode at either input terminal 
can be biased to near -zero potential, bringing input -bias current into 
the 0.2 pA range. 

A recent op -amp layout (Fig. 23) employs an input pair made with 
advanced process techniques. Early samples demonstrate a radical im- 
provement in the pair match, reducing input offset by a factor ap- 
proaching 3:1 and increasing common -mode and power -supply rejections 
by 20 dB. Such performance suggests MOSFET offset distributions 
comparable to those of "general-purpose" bipolar pairs, without area 
or cost increase. Yield improvements alone provide sufficient impetus 
to employ the new approach, and all MOS/bipolar amplifiers should 
eventually benefit from it. 

_J] 

jiliulfi`--- Irr- 
Ill, 0 3yJL1rO 01 

R(`1.j 

Fig. 23-Developmental op amp using advanced matching techniques. 

7. Summary 

The performance characteristics of several new MOS/bipolar amplifiers 
have been described and compared with those of monolithic JFET and 
bipolar devices. It is concluded that 

(1) A monolithic MOS/bipolar process is suitable for extended per- 
formance economical linear IC's. 
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(2) The MOSFET op -amp excells in the compromise between input 

bias and offset and is presently superior in common -mode and 

output excursions. 
(3) The reproducibility of a MOSFET transfer characteristic 

(threshold) appears more readily controlled in manufacture than 

that of a JFET (pinch -off). 
(4) The MOS/bipolar process provides rugged input protection. 
(5) MOSFET and JFET amplifiers are roughly comparable in speed/ 

bandwidth capability, extending performance beyond bipolar IC 

levels. Offset temperature drifts are similar. 
(6) MOSFET amplifier offset life -drift can approach that of a .JFF,T 

amplifier, over moderate temperature ranges. Both are inferior to 

bipolar input drifts. 
(7) The JFET is superior to the MOSFET in noise performance. 

The acceptance and use of FET/bipolar IC's as fully accredited 

partners to standard devices is well under way. Both JFET and MOS- 

FET approaches offer enhanced performance, notably superior input 

characteristics and improved speed/gain/bandwidth tradeoffs, assuring 

their evaluation in promising new applications. In addition, MOS/bipolar 
devices introduce MOSFET performance to low-cost, general purpose 

applications. 
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B. F. Bogner and D. F. Bowman RF Power Coupling Network Employing a Parallel Plate Transmission 
Line (3,958,247) 
B. M. Childers and C. D. Fesperman, Jr. Diphenyl Continuous Foam Dyeing with Fabric Running over 
Rolls in Foam Bath (3,954,404) 
E. L. Crosby, Jr. Process for Non -Destructive Inspection (3,956,631) 
M. T. Duffy Surface Acoustic Wave Device (3,955,160) 
G. S. Gadbois and F. W. Ragland, Jr. Method and Apparatus for Determining the Average Size of Ap- 
ertures in an Apertured Member (3,955,095) 
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J. B. George Varactor Tuner Frequency Controller (3,958,180) 
H. E. Haslau and W. E. Rigsbee Coil Winding Machine (3,957,216) 
K. Knop Diffractive Subtractive Color Filtering Technique (3,957,354) 
M. A. Leedom Signal Pickup Return Mechanism (3,954,272) 
P. A. Levine Charge Coupled Device Systems (3,958,210) 
I. Ladany and D. P. Marinelli Method for Forming an Ohmic Contact (3.959,522) 
G. S. Lazier Metal Plated or Platable Article (3,956,535) 
M. A. Polinsky Method of Making an Insulated Gate Field Effect Transistor (3,959,025) 
F. R. Ragland, Jr. Method and Apparatus for Determining the Average Size of Apertures in an Apertured 

Member (3,954,337) 
B. D. Rosenthal Current Mirror Amplifiers (3,958,135) 
R. L. Shanley, II Set-up Arrangement for a Color Television Receiver (3.959,811) 
G. A. Swartz and R. E. Chamberlain Method of Manufacturing a Semiconductor Device having a Lead 

Bonded to a Surface Thereof (3,956,820) 
B. K. Taylor Pickup Arm Apparatus (3.956,581) 
Z. Turskl and J. L. Vossen, Jr. Metallized Lithium Niobate and Method of Making (3.959,747) 
L. C. Upadhyayula and M. Nowogrodzki Microwave Delay Line (3,955,158) 
L. C. Upadhyayula and S. Y. Narayan Planar Transferred Electron Device with Integral Nonlinear Load 

Resistor (3,959,807) 
D. H. Willis D. C. Reinsertion in Video Amplifier (3,955,047) 

June 

J. Avins and B. J. Yorkanis Gain Control Arrangement Useful in a Television Signal Processing System 
(3,961,361) 
L. A. Barton Process for Improved Development of Electron -Beam -Sensitive Resist Films 
(3,961,101) 
W. P. Bennett Apparatus for Non -Destructively Testing the Voltage Characteristics of a Transistor 

(3,965,420) 
P. Brown, Jr. Memory Dial for Teletypewriter Subscribers (3,961,130) 
T. W. Burrus Velocity Correction Circuit for Video Discs (3,965,482) 
W. F. Dietz Side Pincushion Correction System (3,962,602) 
S. S. Eaton, Jr. CMOS Oscillator (3,965,442) 
R. S. Engelbrecht Handwriting Identification Technique (3,962,679) 
M. Ettenberg Method of Making a Transmission Mode Semiconductor Photocathode (3,960.620) 
N. Feldstein Method of Making Duplicates of Optical or Sound Recordings (3,962,495) 
J. S. Fuhrer Velocity Correction for Video Discs (3,967,311) 
J. B. George Bandstart Detector System for a Television Tuning System (3,961,263) 
R. E. Hanson and T. E. Nolan, Jr. Engine Brake Horsepower Test without External Load (3,964,301) 
W. A. Harmening Steerable Mount (3,964,336) 
S. A. Harper Method for Improving Adherence of Phosphor-Photobinder Layer During Luminescent - 

Screen Making (3,966,474) 
D. I. Harris and L. B. Johnston Method for Developing Electron Beam Sensitive Resist Films 
(3,961,100) 
R. J. Hlmics, S. O. Graham, and D. L. Ross Method of Preparing a Pattern on a Silicon Wafer 

(3,964,909) 
T. T. Hitch and T. E. McCurdy Reactively -Bonded Thick -Film Ink (3,962,143) 
S. K. Khanna Disc Record and Method of Compounding Disc Record Composition (3,960,790) 
K. Knop Focused -Image Hologram System Providing Increased Optical Readout Efficiency 
(3,961,836) 
W. F. Kosonocky and D. J. Sauer Charge Transfer Memory (3,967,254) 
R. D. Larrabee Fluorescent Liquid Crystals (3,960,753) 
P. R. Liller Low -Voltage Aging of Cathode -Ray Tubes (3,966,287) 
G. Mark Method of Forming an Overlayer Including a Blocking Contact for Cadmium Selenide Photo- 

conductive Imaging Bodies (3,964,986) 
W. L. Oates Method of Assembling a Liquid Crystal Cell (3,960,534) 
M. A. Polinsky Leakage Current Prevention in Semiconductor Integrated Circuit Devices 
(3,961,358) 
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H. M. Scott Regulated Switched Mode Multiple Output Power Supply (3,967,182) 
K. J. Sonneborn Pattern Definition in an Organic Layer (3,962,004) 
R. G. Stewart Input Transient Protection for Integrated Circuit Element (3,967,295) 
G. F. Stockdale Method for Embossing a Pattern in Glass (3,961,929) 
B. K. Taylor Disc Record Locked Groove Escape Apparatus (3,961.131) 
J. C. Turnbull Method for Producing a Strontium Metal Film on Internal Surfaces of a CRT 
(3,964,182) 
C. F. Wheatley, Jr. Amplifier with Over -Current Protection (3,967,207) 
K. R. Woolling, Jr. Digital Control System (3,961,281) 
C. T. Wu Self -Clocking, Error Correcting Low Bandwidth Digital Recording System (3,961,367) 
B. Zuk Threshold Detector Circuitry, as for PCM Repeaters (3,962,549) 
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